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Abstract — Learning is the long process of transforming 
information as well as experience into knowledge, skills, attitude 
and behaviors. To make up the wide gap between the demand of 
increasing higher education and comparatively limited resources, 
more and more educational institutes are looking into instructional 
technology. Use of online resources not only reduces the cost of 
education but also meet the needs of society. Intelligent e-learning 
has become one of the important channels to reach out to students 
exceeding geographic boundaries. Besides this, the characteristics 
of e-learning have complicated the process of education, and have 
brought challenges to both instructors and students. This paper 
will focus on the discussion of different discipline of intelligent 
e-learning like scaffolding based e-learning, personalized 
e-learning, confidence based e-learning, intelligent tutoring system, 
etc. to illuminate the educational paradigm shift in intelligent 
e-learning system.  
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I.	 Introduction

E-LEARNING is the computer and network-enabled transfer of 
skills and knowledge. Application of e-learning includes computer-

based learning, web-based learning, virtual education opportunities 
etc. Content is provided via the Internet, audio or video tape and CD-
ROM etc. It can be self-paced or instructor-led and it also includes 
various media in the form of text, image, audio, video, animation etc. It 
is learner centric learning mechanism irrespective of time and distance. 

The Contemporary scenario of education and training is undergoing 
a paradigm shift under the impact of information and communication 
technology. The widespread uses of computers and access to the Internet 
have created many opportunities for online education, including 
improved distance-learning and classroom support. Intelligent 
Tutoring Systems (ITS) extend traditional computerized content-
delivery learning systems by incorporating intelligence to improve 
the quality of a learner’s experience resulting in better achievement 
of learning objectives. This normally involves personalized tutoring, 
using factors such as learner’s knowledge, emotion or learning style to 
alter the sequence and style of learning material.

Besides this, in conventional/classical contact mode teaching-
learning process, a teacher has plenty of opportunities to facilitate 
a student as per his or her level of understanding. Along with this a 
teacher can modulate his/her training procedure according to the 
various responses obtained from the learners. E-learning, under normal 
circumstances, cannot provide a learner the privilege of teacher’s 
timely intervention as and when a learner requires. Human tutors 
have the wisdom of tuning the teaching strategy to harmonize with 

the student’s learning style and need [22].  But the facilities are hardly 
present in the case of e-learning environment. Therefore in an e-learning 
environment, the learner faces the additional challenge of retaining 
learning interest in the absence of a teacher and his encouragement as 
well as personal care.   

To face these types of challenge lot of innovative methods of in 
e-learning have been introduced among which a major part is based 
on intelligent e-learning. These types of e-Learning technology help to 
bridge the gap and reduce the social restrictions and facilitate a learner 
in many ways to achieve his objective of learning a particular subject. 

In this paper the paradigm shift in intelligent e-learning has been 
discussed. Few areas like ‘Scaffolding Based e-Learning’, ‘Personalized 
e-Learning’, ‘Confidence Based e-Learning’, ‘Intelligent Tutoring 
System’ and ‘Technology Enhanced Learning are shortly discussed 
with recent research activates on those fields. Several works on the 
said area has been discussed with their limitation and motivation. The 
main focus of this paper is to enlighten the educational paradigm shift 
of intelligent e-learning system.

Rest of the paper is organized as follows. Section 2 (Some Popular 
Techniques Of E-Learning) that describe some common method like 
scaffolding based e-learning, personalized e-learning, confidence 
based e-learning, etc. to elaborate the paradigm shift of intelligent 
e-learning. Section 3 describes a comparative study on some recent 
research work on intelligent e-learning. Section 4 provides conclusion.

II.	 Some Popular Techniques of E-Learning 

In this section some popular techniques, like scaffolding based 
e-learning, personalized e-learning, confidence based e-learning, 
intelligent tutoring system, and technology enhanced learning have 
been discussed in short with a few related works.

A.	 Scaffolding based E-Learning  
The Scaffolding based E-Learning strategy provides individualized 

support based on the learner’s zone of proximal development (ZPD). 
When using the scaffolding based e-learning strategy the goal of 
the learner is actually to become an independent and self-regulating 
learner and problem solver. Learners are guided and supported through 
learning activities that serve as interactive bridge to get them to the 
next level. Thus the learner develops or constructs new understandings 
by elaborating on their prior knowledge through the support provided 
by more capable instructors. The learner does not passively receive the 
information presented instead learner builds on prior knowledge and 
forms new knowledge with the help of teacher’s prompting. Another 
advantage of scaffolding based e-learning is that it motivates the 
student so that they want to learn. Beside this it can minimize the level 
of frustration of the learner.

However, it is different to implement scaffolding based e-learning 
irrespective of any subject specially which are related to arts and 
literature.  In the year 2014, Pratama and others [26] proposed a report 
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on Scaffolding based e-learning domain. According to this report, 
there was a solution to solve non-stationary classification problems. A 
Generic-Classifier (g-Class), which is a kind of novel meta-cognitive-
based scaffolding classifier, is proposed to solve this problem. Meta-
cognitive learning not only focused on how-to-learn but also on what-
to-learn and when-to-learn. Generic-Classifier is able to provide an 
encouraging numerical value which can maintain a balance between 
predictive accuracy and classifier’s complexity. Ghazi and others [15] 
proposed a report on the effectiveness of Cognitive and Meta-cognitive 
Strategies on learning system in the year 2013. The objective was to 
identify the effect of cognitive and meta-cognitive strategies on learning 
system, which can be either self-regulated learning system or formal 
learning system. Some tools or techniques were used in this research 
work, i.e. Motivated Strategies for Learning Questionnaire (MSLQ), 
SPSS-16, Cross-tab and Chi-square. In 2012, Tseng and others [31], 
proposed a report on enhancing the interest of children reading wit 
e-books by scaffold participatory learning approach. Children are 
more interested in learning those materials are which combinations 
of visual and verbal narrative.  This research work proposed a 
scaffolded participation learning model. In 2012, Sengupta and others 
[28] proposed a report on Scaffolding based learning that support 
Personalized Synchronous e-learning. One of the major advantages of 
web based learning systems was that it was self-paced, independent on 
time and distance. Besides this, it was more effective with a supportive 
test case session that meant synchronous tutorial session. According to 
this research work, automated scaffolding technique was designed to 
hold the important information about learner. This information used by 
the learner with monitor in the ‘Synchronous learning Session’ was to 
make the overall system more applicable

B.	 Personalized e-Learning
PLE (Personal Learning Environment) is suggested as the next-

generation e-learning system [19].The personalization can also be 
a static or dynamic process, depending on when the selection and 
presentation of material takes place: if the material is decided once 
in advance, we say that the course is configured; when the material is 
stated at run-time, that is during the course delivery, the course is said 
to be adaptive.

Personalized e-Learning not only customized the learning 
environment, but also offered “preferences” and “settings” options, the 
most digital tools offer nowadays. Personalized e-learning seems to 
reduce learning gaps between instructor and learner. In personalized 
e-learning this is expected that the learning materials will be generated 
as per the preference of the learner. Finally the entire webpage will 
appear to the learner in the most confortable way to him or her. In 
2015, Zhanga and others [34],   proposed a system on Personalized 
e-learning which is based on Google Web Toolkit. In this modern 
age due to huge development of internet technology, information 
overloading may be formed. Sometimes it is difficult for user to 
retrieve their specific information. To solve this issue this research 
work proposed a personalized e-learning system with collaborative 
filtering recommender algorithm, based on Google Web Toolkit. So, 
as a result of this, recommendation of personalized information can 
be achieved very easily and also the learning efficiency can also be 
improved simultaneously.  In the Google Web Toolkit the client and 
server use single programming language to develop web application. 

In 2014, Nandigam and others [23], proposed a report on 
personalized learning and made a review on its current status and 
potential. The objective of this research work is to identify ‘Acceptable 
Personalized, which was learning suitable for specific educators for 
particular learning course. This proposed report presented a coherent 
framework for personalized learning and used to provide ‘Acceptable 
Personalized Learning’ for specific learner. This research work used 

the higher education teaching and learning platform through group 
discussion to improve learning outcomes. In 2013, Bezza and others 
[3] proposed an approach for Personalizing Learning Content. This 
research work represented two methods for modeling learner profile 
and personalizing, as well as adapting a specific content to match with 
the particular learner profile. These two methods are inductive and 
deductive. The inductive method means there is no user intervention 
and the deductive one means there is user intervention. In 2013, 
Chunzhi and others [7] proposed a report on the study about e-learning 
system which was based on ‘Personalized Knowledge Search’. This 
research work creates a domain to build an interest model and this 
model is embedded in Notch search engine to identify the personalized 
knowledge search. This research work proposed that, through the 
construction of domain ontology the personalized knowledge search 
could be able to increase the learner’s learning interests and could be 
able to fulfill any requirement of individual learner according to their 
learning courses.

C.	 Confidence Based E-Learning  
Confidence-Based Learning or CBL is a methodology used for 

both learning and training that measures a learner’s knowledge level 
and quality prior to any knowledge dissemination. Measurement 
of knowledge is done by determining both the correctness and 
confidence that the learner already has. To fulfill the objective of CBL 
it always passes an individual learner through an assessment prior to 
the delivery of the content. The assessment not only identifies the 
learner’s knowledge level but also checks out the level of confidence 
she has in her knowledge level. This process of assessment is known as 
Confidence Based Assessment (CBA). CBL is operated with the help of 
three different phases Diagnose, Prescribe, Learn. The Diagnose phase 
deals with the diagnosis of the true knowledge of learners (i.e., what 
they actually know vs. what they think they know.).Learner’s knowledge 
gaps (if any) are identified through the diagnostic session and in the 
Prescribe session the CBL system immediately provides an individual 
learning plan for the learner to improve the confidence of learner. In the 
initial phase learner is able to start learning according to the prescribed 
plan. Confidence Based Learning is affordable and scalable. Confidence 
Based Learning is useful to upgrade individual confidence according 
to learning objectives. Confidence Based Learning is not suitable for 
vocational education. Persons new in a field might not find Confidence 
Based Learning as an acceptable mechanism; rather conventional 
mechanism might work better. In Confidence Based Learning, it is 
difficult to measure appropriate level of confidence in numerical value. 

In 2012, Liu and others [20] proposed a report on Confidence Based 
Learning domain. This research work proposed a social learning with 
the help of constant called bounded confidence. In this research work 
identify that a group can learn the true state if and only if the bound 
of confidence is more than the positive threshold and this work also 
proposed a neighborhood-preserved strategy. In 2012, Ananatharman 
[2] proposed a system which can be able to manage knowledge and e- 
learning. The objectives of this research work were providing a usage 
of e-learning and provide some facility with proper assessment for the 
learner. This research work discussed about various learning models 
such as blended learning, creative learning, interactive learning etc. 
In 2012, Zhang and others [33] are proposed a report on Interactive 
Learning for Social Agents which was based on Confidence Degree. 
In the Multi-Agent Systems, autonomous agents are capable to acquire 
cooperative behavior with the help learning process. The confidence is 
helpful to apply the proper knowledge in the application field. A social 
agent can acquire this confidence through interactive learning process.  
In 2011, Grozavu and others [17] proposed a report on learning 
confidence domain. The objective of collaborative clustering is to 
identify the common structure of different data which are distributed 
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on various sites.  This research work represents the approach for Self-
Organizing Maps.

D.	 Intelligent Tutoring System 
The aim of an ‘Intelligent Tutoring System’ is to provide immediate 

and customized instruction as per the feedback of learners. Usually in 
this type of system the physical instructor is absent.

Intelligent tutoring system has the common goal of enabling 
learning in a meaningful and effective manner by using a variety of 
computing technologies. There are many examples of ‘Intelligent 
Tutoring System’ which are being used in both formal education 
and professional settings in which they have demonstrated their 
capabilities and limitations. An Intelligent Tutoring System aims to 
solve the problem of over-dependency of students on teachers for 
quality education. It aims to provide access to high quality education 
to each and every learner, thus reforming the entire education system. 
Areas that have used Intelligent Tutoring System include natural 
language processing, machine learning, planning, multi-agent systems, 
semantic Web, and social and emotional computing. In addition, other 
technologies such as multimedia, object-oriented systems, modeling, 
simulation, and statistics have also been connected to or combined 
with Intelligent Tutoring System. Some recognized strengths of 
Intelligent Tutoring System are their ability to provide immediate yes/
no feedback, individual task selection, on-demand hints, and support 
mastery learning. Intelligent Tutoring Systems are expensive both to 
develop and implement. Evaluation of an Intelligent Tutoring System 
is an important phase; however, it is often difficult, costly, and time 
consuming. In 2015, Elghibari and others [13] are proposed a model 
of intelligent e-learning system for maintenance of various updates 
courses. The teaching methods become more effective with the help 
of e-learning technology. But lack of learning course update can create 
some problem for learner. So it is important to maintain or update 
the learning course content regularly. This research work proposed a 
model for automatic updating and maintaining learning course content 
using Multi-Agent Systems.

In 2013, Otsuki and others, [24] proposed an Intelligent Tutoring 
System which could be able to provide a support for Case-Based 
e-learning for the project management. This research work encouraged 
the learner to think as many possible solutions on his/her own through 
the dialogue function between the teacher and learner. It is helpful to 
the learner to develop the problem solving ability.  In 2012, Moore 
and others, [21] proposed a Personalized Intelligent e-learning for 
specific context on demand basis. This research work provided an 
overview of open research questions and some observation to enable 
effective personalization.  This work presented an overview on the 
educational landscape, web 2.0 technologies, context-aware systems, 
intelligent context processing. It also renders an algorithm which is 
used for context matching. In 2013, Almohammadi and Hagras [1] 
proposed a system which was based on adaptive fuzzy logic and used 
for improving the knowledge delivery on the intelligent e-learning 
platforms. This research work created a self-learning system which 
could be able to generate a fuzzy logic based model. This model 
represented various learners’ capabilities and their needs and through 
this, it had also improved the learner’s performance. This work also 
provided an overview on artificial intelligence techniques and fuzzy 
logic systems on adaptive educational systems.

E.	 Technology Enhanced Learning  
E-learning, also known as online learning or technology enhanced 

learning (TEL), adheres to the basic tenets of face-to-face teaching, e.g. 
clear aims, specific learning outcomes, valid and reliable evaluation 
and assessment but with an additional flexibility through the use of 
technology. TEL and e-learning describe the broad approach to use 

technology to support teaching and learning processes, design and 
delivery.

The use of technology can add value to learning by enhancing the 
information the accessibility of over a greater choice of time, place and 
pace of study. It is able to provide the opportunities for reflection and 
planning in personal learning spaces. Technology Enhanced Learning 
is a more active learning process by means of interactive technologies 
and multimedia resources. But there are some disadvantages of 
Technology Enhance Learning process. To deal with this Technology 
Enhanced Learning a person should be technology literate. Technology 
Enhanced Learning is expensive to develop and implement. So for this 
reason it is difficult to install many Technology Enhanced Learning 
systems due to financial problem and some environmental problem. 

In 2015, Erdt and others [14] proposed a quantitative survey on 
evaluating recommender systems. Recommender systems Technology 
Enhanced Learning need specific requirements which are different 
from that of e-commerce. This research work highlights the strengths 
and the shortcomings of the evaluation of Technology Enhanced 
Learning. This evaluation is based on measuring recommender system 
performance, measuring user-centric effects, measuring effects on 
learning etc. In 2015, Trepule and others, [30] proposed an approach of 
introducing technology enhanced learning curriculum for teaching staff 
in higher education. The objective of this research work is to maintain 
a quantitative survey between teaching staff and learner, and make a 
statistical analysis on the basis of survey outcomes. In 2011, Ivanovic 
and others [18], proposed a report on experiences of Technology 
Enhanced Learning for various courses. This research work collected 
various experiences and made a comparison among those gathered bits 
of information. This report provided some methodologies for learning 
and learner’s assessment.  In 2011, Dagdag and others [9] proposed 
a teacher’s tool for analysis and management of a Technology-
Enhanced Learning environment. The objective of this research 
work was to develop a software tools that could help the teachers to 
analyze technology-enhanced learning environment and with this tools 
teacher could be able to monitor the learner in real time, and make 
a proper assessment towards their progress at any time. In the year 
2009 Oscar Sanjuán Martínez [35] proposed a recommendation system 
for e-learning environments at degree level. This recommendation 
Systems try to help the user, presenting him those objects he could 
be more interested in, based on his known preferences or on those of 
other users with similar characteristics. This document tries to present 
the current situation with regards to recommendation systems and 
their application on distance education over the internet. Beside that in 
2014, Jordán Pascual Espada [36] proposed a method for analyzing the 
user experience in MOOC platforms. This research aims to develop a 
specific method for evaluating the user experience of MOOC platforms. 
The method is based on the general principles of Web user experience 
and highlights the aspects influencing MOOCs. The system proposed 
in this paper calculates a quantifiable index, useful for comparing 
different MOOC platforms, quantifying the quality evolution of the 
user experience, and promoting further studies so as to determine the 
impact of the user experience on students: satisfaction in surveys, 
enrollment figures, dropout rates, among others.

III.	Comparative Study

In this section some recent works on intelligent e-learning are 
compared with their motivation and limitation. This research work is 
based on some of the recent works of the paradigm shift of intelligent 
e-learning. A review on different aspect of e-learning techniques such 
as Scaffolding based e-learning, Personalized E-Learning, Confidence 
Based E-Learning, Intelligent Tutoring System, Technology Enhanced 
Learning are presented in the table 1.
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Table I. Comparative Study Report

Sl. No. Reference No. Summary Limitation

1 11  

This paper represented a new approach to the integration of web services for 
e-learning platform through cloud computing system. The primary objective 

was to improve the performance of the e-learning system where group 
adaptation was applied. This integration was based on a web application 

which was developed for managing the various learning systems. Integration 
of the Moodle was enables between the OpenLDAP directory which was used 
to control various user accounts, and the OpenNebula toolkit which was used 

for managing a cloud computing infrastructure. 

One of the main limitations of this proposed 
approach is, this research work is based on 

group personalization and it does not provide 
support to any kind of real time adaptation. This 
approach is prepared for courses which require 
extensive usage of various hardware and also 

software resources and it may not be suitable for 
courses, having different requirements.

2 33

This research work investigated the various factors that can create effect on the 
learning outcomes of an interactive e-learning system. This research job was 

trying to use analytical path model, t-test and one-way ANOVA to determine the 
various effecting factors which were directly related to the interactive e-learning 

tools. It had also considered multiple factors such as various students’ course 
perceptions (CP) and evaluation of self-efficacy (SE) beliefs.

In the real time environment the course 
perceptions (CP) do not provide direct support 

to measure specific learning outcome.

3 8

The main objective of this research paper was to discuss how Personal 
Learning Environments (PLEs) provide a platform for integrating both 

formal and informal learning and also self-regulated learning in the context of 
higher education. Social media could be facilitated in the creation of Personal 

Learning Environments that would help various learners to aggregate and 
participate in the process of collective knowledge generation.

Studies such as proper time management, 
goal setting (objectives), self-monitoring and 
self-evaluation also need to be considered for 

different kind of students.

4 10

This research work proposed a comprehensive framework which could be 
able to provide support to the personalization and also helps in adaptation of 

e-learning courses. The objective of this comprehensive framework was to get 
its pedagogical significance by the Vygotski Theory.

In the real world environments it is not able 
to provide real time framework for each 

individual’s educational activities.

5 5

This research work represented CobLE (Confidence-Based Learning 
Ensembles), and CobLE is one kind of approach for creating an ensemble 
of classifiers and each and every classifier is estimated by measuring its 

confidence level function.

In the real world environments it is very 
difficult to estimate proper confidence level 

function.

6 4

This research work represented a platform which was able to provide an 
interface to e-learner under the online web based e-learning domain. On 

the basis of the concept map trees, it was possible to intelligently identify 
the learning pattern of an individual e-learner. It helped the learner to attain 

learning objectives through the various recommender agents. 

This research work offers an environment 
based on personalized e-learning with the help 

of different access patterns. But in the real 
world environment it is very difficult by the 

recommender agent to recognize various learning 
pattern for the different kind of e-learner.

7 25
This research paper introduced an e-learning Ecosystem (ELES) which 

could be able to provide supports for the implement of modern technologies. 
Combination of both Cloud Computing and Web 2.0 technologies was used 

for the development of dynamic e-learning based ecosystems.

The cost and the risk can influence the overall 
e-learning ecosystem management which is 

based on combination of Cloud Computing and 
Web 2.0 technologies. This research work does 

but not concentrates on web 3.0.

8 27

This research work represented an intelligent fuzzy evaluation system which 
was based on innovative evaluation method for e-learning. This paper also 
introduced an expert system which could be able to provide solutions to the 

‘Measurement Theory Problem’.

In the real world sometimes it is not possible 
to provide absolutely correct and specific 

evaluation for e-learning.

9 6

This research work concentrated at the learning possibilities of the integrating 
social media and web 2.0 technologies in a Problem-Based Learning (PBL) 

approach. This research work proposed that social media not only provide a very 
interesting perspective, and also look at various factors such as collaboration, 

different student activity and participation in problem-based learning.

10 12 

In the proposed system, various learners shared their resource with their 
friends in the online social network. The similarity between two friends was 

derived from their mutual rating’s history. A learner could ask his friend 
various resource rating query through the online social network and could also 

solve the problem.

In the real environment it is very cost effective 
and this type of system is applicable for those 
people who are modern technology friendly.  

11 29

This paper proposed an ‘Intelligent Decision Supporting Tutor (IDST)’ 
system for the management of Virtual Group Operation’ of e-learning system. 

Interactive Tutor Robot Networking (ITRN) and advanced simulation 
technology were also implemented by this research work. According to 

this paper, Intelligent Decision Supporting Tutor had two different kinds of 
knowledge based engines, the first one was the  database of knowledge which 
was present in cloud computing server and  the second one was used to make 
a fusion of human brains which was again constructed by Interactive Tutor 

Robot Networking.

To design this type of system in real world is 
time consuming and costly. 
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IV.	Conclusion

The objective of this research work is to elaborate the paradigm 
shift in intelligent e-learning system. In this paper various details 
of different e-learning techniques are included. A discussion about 
advantages and disadvantages of these techniques and a review on 
the basis of recent work of this intelligent e-learning domain like 
Scaffolding based E-Learning, personalized e-learning, confidence 
based e-Learning, intelligent system, technology enhanced learning 
etc, are included in this paper. In the e-learning domain intelligent 
learning technology facilitates a learner in many ways to achieve his 
objective of learning a particular subject. Scaffolding based e-learning 
motivates the students so that they want to learn, which in turn, can 
minimize the level of frustration of the learner. Confidence based 
learning is useful to upgrade individual confidence. The strengths of 
intelligent tutoring system are their ability to provide immediate yes/
no feedback, individual task selection, on-demand hints, and support 
mastery learning. Disadvantage of e-learning domain is lacks of 
standardization and it needs computer literacy.

References

[1]	 Almohammadi, K. and Hagras, H., 2013, July. An adaptive fuzzy logic 
based system for improved knowledge delivery within intelligent 
E-Learning platforms. In Fuzzy Systems (FUZZ), 2013 IEEE International 
Conference pp. 1-8.

[2]	 Ananatharman L. Knowledge management and learning: ELearning and 
knowledge management system. InInteractive Collaborative Learning 
(ICL), 2012 15th International Conference on 2012 Sep 26 pp. 1-6.

[3]	 Bezza A, Balla A, Marir F. An approach for personalizing learning content 
in e-learning systems: A review. Ine-Learning and e-Technologies in 
Education (ICEEE), 2013 Second International Conference on 2013 Sep 
23. pp. 218-223.

[4]	 Bhattacharya S, Basu P, Chakraborty A, Roy S. A framework for 
interactive pattern based adaptive recommender agent using concept map 
for personalized e-learning: IPBARA. InTechnology Enhanced Education 
(ICTEE), 2012 IEEE International Conference on 2012 Jan 3 .pp. 1-5. 

[5]	 Buthpitiya S, Dey AK, Griss M. CobLE: Confidence-Based Learning 
Ensembles. InComputational Science and Computational Intelligence 
(CSCI), 2014 International Conference on 2014 Mar 10 Vol. 1, pp. 386-
391. 

[6]	 Buus L. Scaffolding Teachers Integrate Social Media into a Problem-
Based Learning Approach? Electronic Journal of e-Learning. 2012; Vol: 
10(1).pp13-22.

[7]	 Chunzhi W. Study of the E-learning system based on the personalized 
knowledge search. InComputer Science & Education (ICCSE), 2013 8th 
International Conference on 2013 Apr 26 pp. 592-598. 

[8]	 Dabbagh N, Kitsantas A. Personal Learning Environments, social media, 
and self-regulated learning: A natural formula for connecting formal and 
informal learning. The Internet and higher education. 2012 Jan 31; Vol: 
15(1).pp3-8.

[9]	 Dagdag RJ, Mariano RV, Atienza RO. Teacher tool for visualization and 
management of a technology-enhanced learning environment. InTENCON 
2011-2011 IEEE Region 10 Conference 2011 Nov 21 pp. 1426-1430.

[10]	 De Marsico M, Sterbini A, Temperini M. A framework to support social-
collaborative personalized e-learning. InInternational Conference on 
Human-Computer Interaction 2013 Jul 21 (pp. 351-360). Springer Berlin 
Heidelberg.

[11]	 Despotović-Zrakić M, Simić K, Labus A, Milić A, Jovanić B. Scaffolding 
Environment for е-Learning through Cloud Computing. Educ. Technol. 
Soc. 2013;Vol:16(3).pp301-14.

[12]	 Dwivedi P, Bharadwaj KK. E-learning recommender system for learners 
in online social networks through association retrieval. InProceedings of 
the CUBE International Information Technology Conference 2012 Sep 3. 
pp. 676-681.

[13]	 Elghibari F, Elouahbi R, Elkhoukhi F, Chehbi S, Kamsa I. Intelligent 
e-learning system model for maintenance of updates courses. InInformation 
Technology Based Higher Education and Training (ITHET), 2015 

International Conference on 2015 Jun 11. pp. 1-3. 
[14]	 Erdt M, Fernández A, Rensing C. Evaluating Recommender Systems 

for Technology Enhanced Learning: A Quantitative Survey. IEEE 
Transactions on Learning Technologies. 2015 Oct 1. Vol.: 8(4).pp. 326-44.

[15]	  Ghazi, S. R., Gilani, U. S. & Fatima, Z. T.  (2013), “Effectiveness of 
Cognitive and Metacognitive Strategies in Scaffolding based Self-
Regulated Learning

[16]	 System and Formal Learning System”, International Journal of Academic 
Research in Progressive Education and Development, Vol. 2, No. 3, pp.97 
– 104.

[17]	 Grozavu N, Ghassany M, Bennani Y. Learning confidence exchange 
in collaborative clustering. InNeural Networks (IJCNN). The 2011 
International Joint Conference on 2011 Jul 31. pp. 872-879.

[18]	 Ivanović M, Komlenov Ž, Xinogalos S. Technology enhanced learning 
for programming courses—Experiences and comparison. InInteractive 
Collaborative Learning (ICL), 2011 14th International Conference on 
2011 Sep 21. pp. 42-45. 

[19]	 Kolås, L., and A. Staupe. “A requirement specification of a next generation 
e-learning system.” 

[20]	 Liu Q, Wang X. Social learning with bounded confidence. InIntelligent 
Control and Automation (WCICA), 2012 10th World Congress on 2012 
Jul 6. pp. 3485-3490. 

[21]	 Moore P, Pham HV. Personalized Intelligent Context-Aware E-Learning 
on Demand. InComplex, Intelligent and Software Intensive Systems 
(CISIS), 2012 Sixth International Conference on 2012 Jul 4 pp. 965-970. 

[22]	 Goyal M, Yadav D, Tripathi A. Fuzzy approach to detect learning style 
using McCarthy model as a tool for e-learning system. InEmerging Trends 
and Technologies in Libraries and Information Services (ETTLIS), 2015 
4th International Symposium on 2015 Jan 6. pp. 295-300.

[23]	 Nandigam D, Tirumala SS, Baghaei N. Personalized learning: current 
status and potential. Ine-Learning, e-Management and e-Services (IC3e), 
2014 IEEE Conference on 2014 Dec 10. pp. 111-116.

[24]	 Otsuki M, Samejima M. An Intelligent Tutoring System for Case-
Based E-Learning on Project Management. In2013 IEEE International 
Conference on Systems, Man, and Cybernetics 2013 Oct 13. pp. 3471-
3476. 

[25]	 Ouf S, Nasr M, Helmy Y. An enhanced e-learning ecosystem based 
on an integration between cloud computing and Web2. 0. InThe 10th 
IEEE International Symposium on Signal Processing and Information 
Technology 2010 Dec 15. pp. 48-55. 

[26]	 Pratama M, Er MJ, Anavatti SG, Lughofer E, Wang N, Arifin I. A novel 
meta-cognitive-based scaffolding classifier to sequential non-stationary 
classification problems. In2014 IEEE International Conference on Fuzzy 
Systems (FUZZ-IEEE) 2014 Jul 6. pp. 369-376. 

[27]	 Salmi K, Magrez H, Ziyyat A. A fuzzy expert system in evaluation for 
E-learning. In2014 Third IEEE International Colloquium in Information 
Science and Technology (CIST) 2014 Oct 20. pp. 225-229. 

[28]	 Sengupta S, Mukherjee B, Bhattacharya S. Designing a scaffolding for 
supporting personalized synchronous e-learning. Department of Computer 
Science & Information Technology, Bengal Institute of Technology, 
Kolkata-150, India. 2012.

[29]	 Tojo T, Noh NM, Ono O, Yusof R. Intelligent decision supporting tutor 
in virtual group operation control and management based on e-learning 
system. InControl Conference (ASCC), 2015 10th Asian 2015 May 31. 
pp. 1-6. 

[30]	 Trepule E, Tereseviciene M, Rutkiene A. Didactic Approach of Introducing 
Technology Enhanced Learning (TEL) Curriculum in Higher Education. 
Procedia-Social and Behavioral Sciences. 2015 Jun 2; Vol. 191. pp. 848-
52.

[31]	 Tseng KH, Liu CC, Liu BJ. Scaffolded participatory and collaborative 
learning: Enhancing children reading with E-book readers. InWireless, 
Mobile and Ubiquitous Technology in Education (WMUTE), 2012 IEEE 
Seventh International Conference on 2012 Mar 27. pp. 142-146.

[32]	 Wan AT. Influencing Factors in Using Interactive E-Learning Tool. Open 
Journal of Social Sciences. 2016 Feb 22; Vol.4 (02). pp. 211.

[33]	 Zhang K, Maeda Y, Takahashi Y. Interactive learning of social agents 
based on confidence degree. InFuzzy Systems (FUZZ-IEEE), 2012 IEEE 
International Conference on 2012 Jun 10. pp. 1-4.

[34]	 Zhanga, Ye Jun, and Bo Songb. “A Personalized e-Learning System Based 
on GWT.” (2015): pp. 183-187.



International Journal of Interactive Multimedia and Artificial Intelligence, Vol. 4, Nº2

- 88 -

[35]	 Sanjuan-Martinez O, G-Bustelo BC, Crespo RG, Franco ET. Using 
Recommendation System for E-learning Environments at degree level. 
International Journal of Interactive Multimedia and Artificial Intelligence. 
2009 Dec;1(2).

[36]	 Espada JP, Rodríguez CC, García-Díaz V, Crespo RG. Method for 
analysing the user experience in MOOC platforms. InComputers in 
Education (SIIE), 2014 International Symposium on 2014 Nov 12 (pp. 
157-162).

Suman Bhattacharya. He has obtained Bachelor of 
Engineering (I.T.) in 2004 (MCKV Inst. of Eng., West 
Bengal, INDIA), M.Tech (Comuter Sc and application) in 
2010 (University of Calcutta, West Bengal, INDIA) and 
Ph.D. (pursuing) (University of Calcutta, West Bengal, 
INDIA). Currently is working as Asst. Professor in the 
department of Information Technology, Kolkata, West 
Bengal, INDIA.

Sayan Nath. He has obtained Bachelor of Technology 
(C.S.E) in 2009 (B.P.Poddar Institute of Management  and 
Technology., West Bengal, INDIA), M.Tech (Multimedia 
& Software System) in 2014 (West Bengal University Of 
Technology, West Bengal, INDIA). Currently is working 
as Asst. Professor in the department of Information 
Technology, Kolkata, West Bengal, INDIA.



Regular Issue

- 89 - DOI: 10.9781/ijimai.2016.4213

Design and Implementation of a Combinatorial 
Optimization Multi-population Meta-heuristic for 

Solving Vehicle Routing Problems
Eneko Osaba and Fernando Díaz

Faculty of Engineering, University of Deusto, 48007, Bilbao, Spain

Abstract — This paper aims to give a presentation of the 
PhD defended by Eneko Osaba on November 16th, 2015, at 
the University of Deusto. The thesis can be placed in the field 
of artificial intelligence. Specifically, it is related with multi-
population meta-heuristics for solving vehicle routing problems. 
The dissertation was held in the main auditorium of the University, 
in a publicly open presentation. After the presentation, Eneko 
was awarded with the highest grade (cum laude). Additionally, 
Eneko obtained the PhD obtaining award granted by the Basque 
Government through.

Keywords — Meta-heuristics, Transportation, Vehicle Routing 
Problem, Traveling Salesman Problem, Golden Ball.

I.	 Introduction

On November 16th, 2015, Eneko Osaba defended his PhD thesis 
related with multi-population meta-heuristics for solving vehicle 

routing problems, at the University of Deusto [1]. The dissertation was 
held in the main auditorium of the University. After the presentation, 
and the corresponding doubts and questions raised by the assessing 
committee, Eneko was awarded with the highest grade (cum laude).

The thesis was supervised by Dr. Fernando Diaz, associate professor 
in the University of Deusto. On the other hand, the assessing committee 
of the PhD dissertation was composed of Professor Mario Piattini 
(University of Castilla-La Mancha), Dr. Esther Alvarez (University 
of Deusto), and Dr. Xin-She Yang (University of Middlesex, London, 
UK).

The development of the thesis was funded by the Basque 
Government, thanks to a grant awarded through a competitive process 
by the education, language policy and culture department (Grant ID: 
BFI. 2011-56). It is also important to highlight that the thesis has the 
International Mention, and that Eneko obtained the PhD obtaining 
award granted by the Basque Government through a competitive 
process.

The main publications associated with the PhD thesis are [2-5]. 
The full text of the thesis, the main papers published, and the source 
code of the developed method are available on the personal webpage 
associated with the University of Deusto1. 

II.	 Summary of the performed work

Transportation is an essential area in the nowadays society. There 
are different kinds of transportation systems, each one with its own 
characteristics. In the same way, various areas of knowledge can deal 
efficiently with the transport planning. Concretely, the thesis is focused 

1 http://paginaspersonales.deusto.es/e.osaba

in the area of artificial intelligence and vehicle routing problems.
The majority of the problems related with the transport and logistics 

have common characteristics. This means that they can be modeled 
as optimization problems, being able to see them as special cases of 
other generic problems. Much of the problems of this type have an 
exceptional complexity, requiring the employment of techniques for its 
treatment. There are different sorts of these methods. Specifically, the 
thesis centers its attention on meta-heuristics.

A great amount of meta-heuristics can be found it the literature. 
Anyway, due to the high complexity of the problems, there is no 
technique able to solve all these problems optimally. This fact makes 
the field of vehicle routing problems be a hot topic of research. For this 
reason, the thesis focuses its efforts on developing a new meta-heuristic 
to solve different kind of vehicle routing problems. The presented 
technique offers an added value compared to existing methods, either 
in relation to the performance, and the contribution of conceptual 
originality. Specifically, the designed meta-heuristic has been called 
Golden-Ball (GB), and it is based in soccer concepts [2, 3].

The main characteristics of the GB can be summarized as follows. 
The GB is a multiple-population based meta-heuristic. First, the whole 
population of solutions (called players) is randomly created. Then, 
these created players are randomly divided among a fixed number 
of subpopulations (called team). Each team has its own training 
method (or coach), which is randomly assigned in this first phase. 
This training is the way in which each player in the team individually 
evolves along the execution. Another important training is the called 
Custom Training. In these trainings, a player which is trapped in a local 
optimum receives a special training in cooperation with the best player 
of its team. Once this first phase is finished, the competition phase 
starts. This second step is divided in seasons, composed by weeks. All 
the teams train independently every week, and they face each other 
creating a competition league. At the end of every season, a transfer 
procedure takes place. In this procedure the players and coaches can 
switch teams. The competition phase is repeated until the termination 
criterion is reached.

With the aim of validating the proposed model, its obtained results 
were compared with the ones obtained by other four algorithms of 
similar philosophy. Additionally, four well-known routing problems 
were used in this experimentation. Additionally, in order to perform 
a fair and rigorous comparison, two different statistical tests were 
carried out: the Friedman’s test and the Holm’s test. Thanks to this 
experimentation it can be affirmed that the proposed method is 
competitive in terms of performance and originality.

Besides this, how the GB works with more complex problems 
has been also shown in the thesis. These complex problems have 
been directly extracted from real world situations. For this purpose, 
different transportation problems have been modeled and treated as 
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complex routing problems. In this aspect, the contribution is not only 
the application of the GB to these problems. It should be added the 
formulation and the treatment of them, because it is the first time that 
such problems are addressed in the literature.

One of the most interesting real-world situations faced in the thesis 
is related to the newspaper distribution [5]. More specifically, the 
object of study was a medium-sized newspaper distribution company. 
The area of coverage of this company is at a provincial level, which 
means that it has to serve a set of customers distributed in separate 
towns and cities. The company has some principles, which are the base 
of their logistic planning. The first principle is to treat towns and cities 
as separate units. In this way, if one vehicle enters a city, or a town, it 
was forced to serve each and every customer located therein.

On the other hand, due to the current environmental requirements, 
the company has a simple but robust paper recycling policy. In this 
case, the objects to recycle are the newspapers not sold the previous 
day. Thus, as can be deduced, vehicles not only have to meet the 
delivery demands of the customers. Besides that, they have to collect 
at each point those newspapers that were not sold the day before.

In addition, the company takes into account certain factors in the 
routes planning process. The first one is related to the hours at which 
the deliveries and collections are done. The service is performed daily 
during morning from 6:00am to 15:00. Within this time window exists 
one range considered as peak hours. In this way, traveling costs from 
one point to another are greater if they are performed at peak hours.
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Abstract --- Fractal compression is the lossy compression 
technique in the field of gray/color image and video compression. 
It gives high compression ratio, better image quality with fast 
decoding time but improvement in encoding time is a challenge. 
This review paper/article presents the analysis of most significant 
existing approaches in the field of fractal based gray/color images 
and video compression, different block matching motion estimation 
approaches for finding out the motion vectors in a frame based on 
inter-frame coding and intra-frame coding i.e. individual frame 
coding and automata theory based coding approaches to represent 
an image/sequence of images. Though different review papers exist 
related to fractal coding, this paper is different in many sense. 
One can develop the new shape pattern for motion estimation 
and modify the existing block matching motion estimation with 
automata coding to explore the fractal compression technique with 
specific focus on reducing the encoding time and achieving better 
image/video reconstruction quality. This paper is useful for the 
beginners in the domain of video compression.

Keywords --- Fractal Compression, Compression Ratio, 
Encoding Time, Decoding Time, Automata, Motion Estimation.

I.	 Introduction

With the most challenging area in computer animations and 
multimedia technology, data compression remains a key issue 

regarding the cost of storage space and transmission times. Fractal 
Compression was first promoted by M. Barnsley which is based on 
Iterated Function System (IFS) [1][2]. It basically deals with the 
exploration of the self-similarity present in the given image. Though 
the Fractal coding is advantageous with respect to the compression ratio 
and image reconstruction quality, but it has the heavier non-acceptance 
related to the time elapsed for the check of similarity. It is suitable 
for the gray level image compression, but later some new techniques 
were also developed for the color image/video compression. The 
collage theorem [3] is the basis for the fractal transform. The collage 
theorem for an input image I, a new set W(I) is computed by the union 
of n number of sub-images, each of which is formed by applying a 
contractive affine transformation wi on I as given in (1). A practical 
reality was given to fractal compression by Jacquin with partitioned 
IFS (PIFS) [3].

 	 (1)

Video compression deals with the compression mechanism for 
the series of image sequences. In coding, the correlation between 
the adjacent image frames may get explored, as well as the 
relativity between them may also be used in the development of the 
compression mechanism. Generally, the adjacent image frame does 

not differ much. The probable difference lies in the displacement 
of the object in the given image frame with respect to the previous 
image frame. Grey and color videos (i.e. image sequences of gray 
or color image frame) are the customers for the video compression 
approach. Different color spaces [4] can be used for the video images 
from the processing point of view. With the very fast development in 
multimedia communication with moving video pictures, processing 
on color images plays a very important role. A color image is 
represented by 24 bits/ pixel in RGB color space format, with each 
color component represented by 8 bits.

Block matching motion estimation is a popular technique for many 
motion compensated video coding standards. Video compression 
standards, in general, are used for the video coding. Basic video 
compression standards are- Video coding standards are related to 
the organizations- ITU-T Rec. H.261, ITU-T Rec. H.263, ISO/IEC 
MPEG-1, ISO/IEC MPEG-2, ISO/IEC MPEG-4, and recent progress 
is H.264/AVC. In a series of the image sequence, there are spatial, 
temporal and statistical data redundancy that arises between frames. 
Motion estimation and compensation are used to reduce temporal 
redundancy between successive frames. Motion estimation computes 
the motion/movement of an object in a given image. For achieving data 
compression in a sequence of images, the motion compensation uses 
the knowledge of the motion object. Different searching techniques are 
available to compute the motion estimation between frames.  

A finite automaton is a mathematical model used in the theoretical 
foundation of computer science to show acceptance or rejection of 
a particular string of an algorithm. Transition diagram, i.e. graph, 
is a convenient way of designing finite automata. Any image 
can be represented by a finite automaton. Because of its simple 
mathematical structure, a finite automation is used in fractal image/
video compression. The principle of finite automata is based on the 
self-similarity present within the picture itself. Image compression 
with finite automata can also be applied to digital video sequences, 
which are typically represented by a series of frames or digital images 
[5]. The concept of finite automata is now generalized to weighted 
finite automata.   

The remainder of this paper is organized as follows: An overview 
of fractal Image compression is given in section 2. Section 3 describes 
the related work on fractal image coding. An overview of fractal video 
coding is given in Section 4. Section 5 describes a related work on 
automata theory based coding. Section 6 focuses on work carried out 
on fractal video coding using block matching motion estimation. This 
section elaborates the different motion estimation approaches and 
Section 7 discusses about the quality measures associated with video 
processing. Section 8 summarizes the conclusion from the studied 
existing approaches. Finally, the paper ends with the future scope in 
section 9 followed by references.
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II.	 Overview of Fractal Image Coding

In general, there are two types of compression—Lossless and Lossy. 
In lossy data compression techniques some amount of the original data 
is lost during the compression process. For fast transmission of images 
across the internet media lossy techniques are used in World Wide 
Web. Examples of lossy techniques are JPEG, GIF, Wavelet, Fractal, 
DCT etc. In lossless data compression techniques very few amount of 
data is lost. Examples of lossless techniques are: TIFF, CCD RAW, etc.

Fractal coding techniques are generally applied on gray level 
images. For color image compression, each of red, green and blue 
component is compressed individually using gray image fractal coding 
algorithm. Fractal coding is a block-based processing technique which 
takes long encoding time for compression but less decoding time 
for decompression and it falls in the category of lossy compression 
technique. In basic fractal image coding, the original image is divided 
into small non-overlapping range block (R block) of fixed size which is 
nothing but a group of a collection of horizontal and vertical pixels. For 
each R block, find overlapping domain block (D block) of fixed size 
which is also a group of a collection of horizontal and vertical pixels 
and are generally two or four times the size of the range block. For 
instance, If the image of size I=2N x 2N is divided  into non-overlapping 
range block Ri=0,1,2,…m of size 2n x 2n, then search for the best match 
overlapping domain block Dj=0,1,2,…n of size 2n+1 x 2n+1  i.e. double the 
size of range block . The number of range block for a single plane is 
Rm = (2

N x 2N ) / 2n x 2n  and the number of domain block for a single 
plane is Dn = ( (2N x 2N ) – (2n+1 x 2n+1) + 1) 2 . Domain pool DP consists 
of all the transformed and under-sampled domain block such that it 
matches to the size of the range block. Block schematic of basic fractal 
coding encoder is shown in Fig. 1. The steps for basic fractal encoding 
algorithm [6] are as follows.

1.	 Divide the original image to be encoded to get the non 
overlapping range blocks Ri.

2.	 Divide the original image to be encoded to get the overlapping 
Domain blocks Dj..

3.	 Generate domain pool DP consisting of all transformed and 
shrink domain blocks Dj

t.
4.	 For each domain block Dj

t
 in domain pool Dp, using least 

square regression method [3] given in equation (2) and (3), 
compute the values of contrast factor-s and brightness factor-o 
by referring Ri and Dj

t in domain pool DP. Given a pair of 
range block Ri and transformed and shrink domain block Dj

t 

in domain pool DP of n pixels with intensities r1, r2…rn and d1, 
d2,... dn to minimize the quantity i.e R.

where  	 (2)

and 	 (3)

5.	 Compute error E(Ri, Dj
t) using equation (4) and Quantize factor 

s and o using uniform quantizer.

=
	 (4)

if =0 then s =0 and o =  
6.	 Search all domain blocks Dj

t in domain pool DP for a particular 
range block to be encoded Ri and find the most suitable block 
Dj

t with minimal error (Ri, Dj
t) = min E(Ri,Dp).

Fig. 1. Schematic of Basic Fractal Coding Encoder Mechanism.

The decoding of a compressed image can be easily achieved with a 
starting value B(0) given in relation (5)

B(q)  = W(B(q-1))	 (5)

Where W is Fractal Transformations applied on each domain block, 
q is number of transformations i.e. Eight affine/linear transformations 
and {B(0), B(1), B(2),B(q-1), B(q)} set of sequence of transformation. The 
Peak-signal-noise-ratio(PSNR) value describes  the image quality of 
the decoded image computed by using equation (6).

PSNR = 	 (6)

Where A is amplitude of the signal and is given as A=28-1=255 8-bit 
gray image and MSE is computed as follows 

MSE=  	 (7)

Where Xi,j and Yi,j are the pixel (i, j) intensities of original and 
decoded image respectively.

In sequentially approximating each range block by suitable domain 
block, the major drawback is exhaustive searching that is required 
for finding a best matching domain block, which leads to increase 
encoding time. Several approaches have been proposed for reducing 
encoding time. In this review paper, we present various approaches 
for reducing encoding time for the image as well as video fractal 
coding. Classification of fractal image and video coding approaches is 
represented using Block schematic as shown in Fig. 2. 
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Fig. 2. Classification of Fractal Image and Video Coding Approaches.

III.	Related Work on Fractal Image Coding

Literature available on Fractal gray image compression is very 
large and few report about the color image compression. Formulation 
of approximate nearest neighbor search in [7] is based on orthogonal 
projection and prequantization of the fractal transforms parameters. 
Ghosh et al. [8] searched domain blocks randomly for every range 
block to minimize the encoding time. Truong et al. [9] optimized the 
range blocks pool and domain blocks pool using spatial correlation to 
minimize the search space and searching time. The encoding algorithm 
in [10] based on the law of cosines. Fan and Liu [11] presented the 
matching algorithm based on the Standard Deviation (STD) between 
range blocks and domain blocks. Wang et al [12] proposed Correlation 
information feature to find nearest neighbor domain block for each 
range block. 

Ghosh et al. [13] proposed an approach for fractal image coding 
based on an innovative concept of relative fractal coding which found 
to be suitable for coding multi-band satellite images. Conci and Aquino 
[14] used fractal dimensions for the image part classification where 
first the image block fractal dimension complexity is evaluated and 
then only parts within the same range of complexity are used for testing 
the better self-affine pairs. Li et al. [15] presented a kernel function 
clustering based on an ant colony algorithm. It automatically realizes 
classification of the domain block. Hartenstein et al. [16] presented 
bottom-up region merging approach where regions are merged on the 
basis of collage error. Belloulata and Konrad [17] proposed an approach 
to fractal image coding that permits region-based functionalities where 
images are coded region by region according to a previously-computed 
segmentation map. The method in [18] is particularly well suited for 
use with highly irregular image partitions for which most traditional 
(lossy) acceleration schemes lose a large part of their efficiency. Franco 
and Mala [19] presented an algorithm for adaptive image partitioning 
achieving designated rates under a computational complexity 
constraint. Wang [20] proposed a graph based image segmentation 
algorithm used to divide the image into the different logical area and 
each logical area is coded into adaptive threshold quadtree partitioning 
approach.

Hassaballah et al. [21] minimized domain pool size on the basis 
of entropy value of each domain block. Domain pool reduction is 

parameterized and non-adaptive by allowing an adjustable number of 
domains to be excluded from the domain pool based on the entropy 
value of the domain block. He et al. [22] utilized one-norm of a 
normalized block to minimize the domain pool search space, in which 
the search process might be terminated early, and thus remaining 
domain blocks could be safely discarded. Rowshanbin et al. [23] 
used a special characteristic vector to classify the domain blocks to 
minimize the searching time. The approach in [24] uses the minimum 
distortion and variance difference between the range block and domain 
block to minimize the domain pool and searching time. To speed up 
the encoding, in [25], the classification features are used to classify 
the image blocks. Xing et al. [26] used hierarchical partitioning to 
classify the domain pool. Fuzzy pattern classifier is utilized in [27], to 
classify the original image blocks. Qin et al. [28] sorted domain pool 
on a number of hopping and the variance of continuing positive and 
negative pixels in the given block. The approach in [29] reduces the 
memory requirement, and speeds up the reconstruction. In Stochastic 
image compression using Fractals [30], stochastic image coding 
based on the fractal theory of iterated contractive transformations is 
discussed. Fractal image compression based on the theory of iterated 
function system (IFS) with probabilities is explained in [31]. Gungor 
and Ozturk [32] discussed a hash function based image classification 
technique. No search fractal image compression in DCT domain is 
discussed in [33]. Eugene and Ong [34] discussed two pass encoding 
scheme to speed up the encoding process. The approach in [35] is based 
on computing the gray level difference of domain and range blocks. 
Peng et al. [36] obtained the range blocks by partitioning the image 
using adaptive quad trees. A direct allocating method to predict the 
desired transformation for similarity measure is discussed in [37]. Liu 
et al. [38] presented the entropy based encoding algorithm. Melnikov 
[39] presented the method of acceleration of the image fractal coding. 
Distasi et al. [40] proposed an approximation error based approach to 
classifying the blocks. The fundamental idea of this approach consists 
in deferring range and domain comparisons, based on feature vectors. 
A preset block , as a temporary replacement with which range and 
domain blocks are compared.

There are many color spaces [4] available to represent the color 
images. To display the image on the monitor, the RGB color space 
is generally used. For color image compression, the RGB model is 
best suited because it provides the highest correlation [41]. For color 
image compression on square architecture, the fractal coding is applied 
on different planes of a color image independently by treating each 
plane as a gray level image. This approach is Straight Fractal Coding 
or Separated Fractal Coding (SFC) [42]. Work related to fractal coding 
of color images reported in the literature are: Hurtgen et al. discussed 
a fractal transform coding of color images in [43]. To exploit the 
spectral redundancy in RGB components, the root mean square error 
(RMSE) measure in grey-scale space is extended to 3-dimensional 
color space for fractal-based color image coding in [44], where it is 
claimed that 1.5 compression ratio improvement can be obtained using 
vector distortion measure in fractal coding with fixed image partition 
as compared to separate fractal coding in RGB images. Comparative 
study of fractal color image compression in the L*a*b* color space 
with that of Jacquin’s iterated transform technique for 3-dimensional 
color is presented in [45], where it is claimed that the use of uniform 
color space has yielded compressed images with less noticeable color 
distortion than other methods. Li et al. [46] presented fractal color 
image compression scheme based on the correlation between the three 
planes of RGB color space. Giusto et al. presented an approach for 
color image coding based on the joint use of the L*a*b* color space 
and Earth Mover’s Distance in [47]. Thakur et al. [6] discussed a Fractal 
compression technique, which is basically a searching technique based 
on self-similarity search within an image and elaborated basic steps 
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required for Fractal coding technique i.e. partitioning into rang/domain 
blocks, searching each range block with all domain blocks and stores 
the values of best transformations. Thakur and Kakde [51] proposed 
a modified fractal coding approach on spiral architecture to optimize 
domain blocks using local search. One of the major challenges in 
fractal coding technique is to optimize/reduce the size of domain pool. 
Reducing the number of domain blocks in a domain pool reduces 
encoding time in fractal coding technique.

IV.	Overview of Fractal Video Coding

There are two methods for fractal video: coding-Frame based and 
Cube based fractal video coding. In frame based coding, each single 
frame of image is partitioned into a range and domain square block, 
which is already described in section 2,  and then each frame is coded 
based on  inter-frame and intra-frame coding to reduce the redundant 
part of data within a frame and between two frames using fractal 
transformations. The inter-frame and intra-frame coding are discussed 
in section 4.1. Every range block of the current frame is encoded by the 
domain block from the previous frame i.e. encode every range block 
by using inter-frame similarity as shown in Fig. 3. The error occurs 
in the latter/next frames due to the inter-frame similarity, i.e use of 
domain block from the previous frame, and delay occurs between 
two successive frames during the processes of decoding, which are 
the major drawbacks in frame based video coding. This method is 
advantageous in achieving a high compression ratio and thus it is used 
in video transmission through the internet/www media.  

In cube based coding, The video sequence to be coded is first 
combined into a group of frames(GoF) and then each GoF is partitioned 
into a set of range and domain cubes as shown in Fig. 4. For instance, 
image can be viewed as 3D /cubic digital image of size I=2N x 2N x 
2N, which is divided into non-overlapping range block Ri=0,1,2,…m of size 
2n x 2n x 2n then search for the best match overlapping domain block 
Dj=0,1,2,…n of size 2n+1 x 2n+1 x 2n+1  i.e double the size of range block . The 
number of range blocks for a single plane is Rm = (2

N x 2N x 2N) / 2n x 2n 
x 2n and the number of domain blocks for a single plane is Dn = ((2N x 
2N x 2N) – (2n+1 x 2n+1 x 2n+1) + 1) 2. Domain pool DP consists of all the 
transformed and under-sampled domain blocks such that it matches the 
size of the range blocks as shown in Fig. 5. If N = 2 and n = 1, then 
for a cubic digital image of size I=4 x 4 x 4 having a number of pixels 
64, the number of range blocks Rm = 8, having a number of pixels in 
each range block that is 8, and the number of domain blocks Dn = 1, 
having a number of pixels in domain block that is 64. This method is 
advantageous in obtaining a high quality of decoded image in receiving 
end but disadvantageous in achieving a low compression ratio.

Fig. 3. Rang and Domain Blocks Formation in Frame based Video Coding.

Fig. 4. Range and Domain Cubes Formation in Cube based Video Coding.

Fig. 5. Domain Cube Matching with Range Cube.

The basic fractal encoding algorithm for still images given in section 
2 is easily extended to fractal video coding. The steps for obtaining 
frame based fractal video coding are as follows.

1.	 Extract image sequences from video  Ff = {F1,F2,…….Fn}.
2.	 For each frame Ff  { 2 ≤ f ≤ n} do
3.	 Apply fractal coding for still image Ff-1 to compute  decoded 

image DFf-1.
4.	 Divide the frame Ff to get the non overlapping Range block Ri.. 
5.	 Divide the decoded frame DFf-1 to get the overlapping domain 

block Dj..
6.	 Generate domain pool DP from decoded frame DFf-1 consisting 

of all transformed and shrink domain blocks Dj
t.

7.	 For each domain block Dj
t
 in domain pool Dp, using least 

square regression method [3] given in equation (2) and (3) 
compute the values of contrast factor-s and brightness factor-o 
by referring Ri and Dj

t in domain pool DP. Given a pair of 
range block Ri and transformed and shrink domain block Dj

t 

in domain pool DP of n pixels with intensities r1, r2…rn and d1, 
d2,... dn to minimized the quantity i.e R.

8.	 Compute error E(Ri, Dj
t) using equation (4) and Quantize factor 

s and o using uniform quantizer.
9.	 Searching all domain block Dj

t in domain pool DP for a particular 
range block to be encoded Ri and find the most suitable block 
Dj

t with minimal error (Ri, Dj
t) = min E(Ri,Dp).

Similarly a basic fractal encoding algorithm for still image is easily 
extended for obtaining cube based fractal video coding are as follows.

1.	 Extract image sequences from video Ff = {F1,F2,…….Fn}.
2.	 Frame sequence is divided into GoFi = {GoF1,GoF2,..GoFn}.

3.	 For each GoFi  do
4.	 Divide the GoFi to get the non overlapping range cube block 

Ri..
5.	 Divide the GoFi to get the overlapping domain cube block Dj.
6.	 Generate domain pool DP from GoFi consisting of all 

transformed and shrink domain blocks Dj
t.

7.	 For each domain block Dj
t
 in domain pool Dp, using least square 

regression method [3] given in equation (2) and (3) compute the 
values of contrast factor-s and brightness factor-o by referring 
Ri and Dj

t in domain pool DP. Given a pair of range block Ri and 
transformed and shrink domain block Dj

t in domain pool DP of 
n pixels with intensities r1, r2…rn and d1, d2,... dn, to minimized 
the quantity i.e R .

8.	 Compute error E(Ri, Dj
t) using equation (4) and Quantize factor 

s and o using uniform quantizer.
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9.	 Searching all domain blocks Dj
t in domain pool DP for a 

particular range block to be encoded Ri and find the most 
suitable block Dj

t with minimal error (Ri, Dj
t) = min E(Ri,Dp).

A.	 Intra-frame and Inter-frame Coding
In video coding there are two ways to reduce the data present in 

the frames. Firstly, spatial redundancy elimination, which is called 
intra-frame coding, in which the frames are coded individually as 
done in JPEG compression technique. Within individual frame coding, 
similar data part can be coded with fewer bits per pixels than the 
original data part, therefore reducing bits per pixel is a minor loss 
in noticeable visual quality of individual frame coding. On the other 
hand, temporal redundancy elimination, which is called inter-frame 
coding, in which the redundant data are eliminated between the frames 
as done in MPEG compression technique. Inter-frame coding finds the 
difference between the previous frame and current frame and stores 
only difference i.e. displacement of pixels instead of complete frames. 
The displacements of pixels are estimated by using a well-known 
technique called block matching motion estimation. Block matching 
motion estimation techniques are used to find out the motion vectors 
in a frame and then the displacement of pixels block identified by 
motion estimation technique is coded. Later this block is considered 
as a previous frame and the next frame in a sequence is considered as 
a current frame for finding out the difference. This coding process is 
repeated for all the remaining frames in a video sequence. Fig. 6 shows 
the block schematic of intra-frame and inter-frame coding techniques.

Fig. 6. Intra-frame (Spatial) and Inter-frame (Temporal) Coding Technique.

B.	 Video Coding Standards
Video compression standards, in general, are used for the video 

coding. Basic video compression standards are- Video coding standards 
are related to the organizations are- ITU-T Rec. - H.261, H.263, ISO/
IEC- MPEG-1, MPEG-2, MPEG-4, and H.264/AVC. Summary of 
video coding standards with their properties are given in Table I. 
Block matching motion estimation algorithms play an important role 
in designing video coding standards. Video coding standards consist 
of motion estimation algorithm, encoding mechanism and decoding 
mechanism to eliminate redundant data.

C.	 Preliminaries of Automata Theory
In general, a finite automaton is a simple mathematical model used 

to recognize the strings generated by regular expression notation. 
In image / video compression technique, finite automata are used to 
represent the entire image and the address of each subimages of the 
entire image is specified by the regular expression i.e. ∑* = {0, 1, 
2, 3}* where 0, 1, 2 and 3 are the address of the subimages. Finite 
automata coding process is similar to the fractal coding process by 
extending finite automata model with the weighted finite automata 
(WFA) model. WFA is an extended version of finite automata in which 
a weighted transition is associated between the two states. 

A WFA M= (Q, ∑, W, I, F, q0) consists of a finite set of states i.e. 
Q= {q0, q1, q2 ...qn}, a finite set of input symbol/quadrant address 
i.e. ∑= {0,1,2,3} for Quadtree WFA , ∑= {0,1} for Bintree WFA 
and ∑= {0,1,2,3,4,5,6,7,8} for Nonatree WFA, the weight function 
between two states i.e. W Є Q×Q → R, for W (q0, q1) = R where q0, 

q1 Є Q and R is the real number i.e weight between state q0 and q1, the 
initial configuration (I) of states Q → R and indicates which states 
corresponds to the entire image I(q0)=1 and I(qi)=0, q0 ≠ qi   where q0, 
qi Є Q and i=1,2,3....n, the final configuration (F) of states Q → R e.g. 
F (q0) = f(Є) where q0 Є Q and f(Є) is the average intensity (Greyness) 
of the entire image, and the initial state q0 of the WFA means the entire 
original image i.e. q0 Є Q. 

The extended version of weighted finite automata is called as 
extended weighted finite automata (EWFA), which is similar to WFA in 
which all the subimages in EWFA are transformed using transformation 
function i.e. scaling and rotation etc. Similarly to WFA, EWFA is also 
used to store and compress data represented as an image/matrix. In 
EWFA the numbers of states to store the subimages/matrix data are 
less as compared to WFA and therefore memory space required to store 
the states are less.

TABLE I 
Summary of Video Coding Standards with Objectives/ Properties

Standard Organization Standards Properties

MPEG-1 ISO/IEC
Main application is multimedia video storage, 
video frame rate - 24 to 30 fps, bit rate- 1.5 
Mbps, image format- CIF and no interlace.  

MPEG-2 ISO/IEC

TV resolution- NTSC:704 x 480 Pixel, digital 
cable TV distribution similar to NTSC, PAL, 
SECAM at 4 -8 Mbps , HD television at 20 
Mbps and interlace

MPEG-4 ISO/IEC

Object based coding and used in wide 
range of applications i.e. TV film, video 
communication, video cameras, Internet 
streaming, mobile phones etc. with choices of 
interactivity, scalability, error resilience, etc.

H.261 and 
H.263 ITU-T Video conferencing applications over ISDN 

telephone lines

H.264 ITU-T and
ISO/IEC

• Broadcast over cable, modems, ADSL, 
terrestrial etc. 
• Optical / magnetic storage devices and 
DVDs storages. 
• Video-on-demand or streaming service and 
Multimedia messaging service (MMS) over 
ISDN, LAN, Ethernet, modems, wireless and 
mobile networks etc, or their combinations.  

V.	 Related Work on Automata Theory

Weighted Finite Automata (WFA) is a generalization of finite 
automata by attaching real numbers as weights to states and transitions 
proposed by Culik and Kari [49-50]. WFA provides a powerful tool for 
image generation and compression. The inference algorithm for WFA 
subdivides an image into a set of non-overlapping range images and 
then separately approximates each one with a linear combination of the 
domain image. A new predictive video-coding technique [50], using 
fractal image compression for intra-frame coding  and second order 
geometric transformations for motion compensation in inter-frame 
predictive coding, is proposed. For motion compensation second order 
geometric transformations, compensating for translation, rotation, 
zooming, uneven stretching, and any combination of these, has been 
used. The decoded images can be displayed at arbitrary  resolution 
without blockiness, which, together with the very high compression 
ratio achievable, is the most important advantage of the fractal-based 
image coding technique over  the standard discrete cosine transform 
(DCT)-based image  coding [50]. WFA is one of the techniques that 
have been used to compress digital images [51-52]. WFA represents 
an image in term of a weighted finite automaton with a very good 
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