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Abstract

An attempt has been made to device a robust method to classify different oral pathologies using 
Orthopantomogram (OPG) images based on Convolutional Neural Network (CNN). This system will provide a 
novel approach for the classification of types of teeth (viz., incisors and molar teeth) and also some underlying 
oral anomalies such as fixed partial denture (cap) and impacted teeth. To this end, various image preprocessing 
techniques are performed. The input OPG images are resized, pixels are scaled and erroneous data are excluded. 
The proposed algorithm is implemented using CNN with Dropout and the fully connected layer has been trained 
using hybrid GA-BP learning. Using the Dropout regularization technique, over fitting has been avoided and 
thereby making the network to correctly classify the objects. The CNN has been implemented with different 
convolutional layers and the highest accuracy of 97.92% has been obtained with two convolutional layers.
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I. Introduction

In human anatomy, the mouth is one of the principal organs and 
being the first portion of gastrointestinal tract, it plays a significant 

role in communication, breathing and digestion. This cavity organ 
involves different organs, for example, teeth, tongue, hard sense of taste 
and delicate sense of taste. Great oral wellbeing can give numerous 
extraordinary advantages. It improves our visual appearance, the 
inspiration of our mentality just as improving the personal satisfaction. 
An unhealthy mouth, exceptionally gum malady and tooth rot are the 
principal two reasons for tooth loss and furthermore offer ascent to 
numerous clinical issues and causes inconvenience, draw out agony, 
distortion. So, it makes sense to give oral health the best possible care. 
There are various kinds of dental x-rays to check the status of our 
oral wellbeing.  Dental x-rays are a helpful demonstrative instrument 
of any dental consideration treatment plan which utilized low degree 
of radiation to catch pictures of the inside of the mouth region. The 
utilization of Dental x-ray images had denoted an unprecedented 
milestone in clinical discovering in light of its brief openness and for 
the most part, lower radiation estimation. One such radiograph image 
utilized in our work is Orthopantomogram radiograph. 

An Orthopantomogram (OPG) by and large known as panoramic 
radiography catches wide perspective of the mouth in a solitary x-ray 
image including the upper and lower jaw. It distinguishes the situation 
of completely developed just as affected teeth and furthermore 
recognize other bone anomalies An Orthopantomogram radiograph 
image is shown in Fig. 1. 

Fig. 1. An Orthopantomogram X-ray.

Over the recent years Convolutional Neural Network has made a 
significant contribution in the field of medical science [1]-[5].  Many 
researchers started working on the classification of dental images and 
signals recently [6]-[12]. Some researchers have explained the use of 
Convolutional network in the field of dentistry. 

Oprea et al. [13] proposed how image processing techniques can 
help to check the x-ray and examine the extent to which the caries 
lesion is present and then classify the type of caries present in the 
dental radiograph. Two different operations such as thresholding 
images, image differentiation are used in order to detect the dental 
carries and hence the efficiency of the algorithm is compromised. The 
database used for the experimentation is not of a good quality due to 
the lack of better instrumentation (x-ray machines) at that time. 

Prajapati et al. [14] made an endeavor towards precise arrangement 
of three dental ailments, specifically Dental Caries, Periapical Infection 
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and Periodontitis. Marked dataset comprising of 251 Radiovisiography 
(RVG) x-ray images is utilized. In this paper, CNN is used for 
determination of small labelled dental dataset. Likewise, Transfer 
Learning is utilized to improve the precision. The overall accuracy of 
88.46% is accomplished. In Yu. [15], a method in which SIFT, HOG2Ö2, 
HOG3Ö3, and Color features are used as image descriptors, the 
Bag-of-Words (BoW) is applied and also a spatial pyramid pipeline. 
K-nearest neighbors algorithm (k-NN) and an error correcting output 
coding support vector machine (ECOC-SVM) classifiers are deployed. 
4-layer CNN model and 16-layer CNN model methods were proposed. 
Sharpness and precision of the x-ray images were not determined due 
to which the system was not very reliable. A maximum accuracy of 
90.36% was achieved but the dataset size was very small. 

Srivastava et al. [16] developed a Computer Aided Diagnosis 
(CAD) system that enhances the performance of dentists in detecting 
wide range of dental caries. Annotations were made using loose 
polygons around the carries and classification is done using a Fully 
Convolutional Neural Network. The dataset was collected from 100+ 
different clinics and hence providing different image quality and also 
required some type of normalization. Since it was difficult to annotate 
the carries, it was done using a loose polygon around the carries. Also 
the amount of False Positive test results was also high. Veena et al. 
[17] presented two distinct image processing algorithms for detection 
of dental anomalies. The first approach for the detection of dental 
caries uses hybridized negative transformation. The second approach 
uses statistical texture analysis for the dental images containing cysts 
along with dental caries. Gray Level Co-occurrence Matrix (GLCM) is 
used for feature extraction from panoramic images. The system was 
experimented on several datasets and high percentage of false positive 
were output in the first method.

Zakirov et al. [18] proposed a system that achieves 96.3% accuracy 
in tooth localization and an average of 0.94 AUROC for 6 common 
tooth conditions using deep convolutional neural networks and 
algorithmic heuristics. Cone-Beam CT imaging is a time-consuming 
process that requires a physician to work with complicated software. 
Since it a new imaging technique in dentistry, the availability of the 
machines is questionable. Also, the very small amount of dataset 
cannot be considered to present the validity of the proposed system.

In our study a Computer Aided Diagnosis system is being proposed 
in order to assist dentists in detection and diagnose the dental 
pathology faster and more accurately and also provide better judgment 
in the treatment of any oral diseases. The study will provide a novel 
approach in classifying the type of teeth such as incisors and molar 
teeth and also some underlying oral anomalies such as fixed partial 
denture and impacted teeth present in an OPG using deep learning 
technique. The Convolutional Neural Network with Dropout is used 
to classify the images and is implemented using Keras, a python neural 
network API. The fully connected layer of the CNN has been trained 
using hybrid GA-BP learning and provides a classification accuracy 
of 97.92%. The remaining paper is organized as follows: Section II 
describes the proposed methodology. Section III gives the details of 
Experimental Results. Section IV gives the comparison details of our 
proposed method with other standard method. Finally, the conclusion 
is given in section V.

II. Proposed Methodolgy

A flow diagram of the proposed methodology is given in Fig. 2. The 
proposed system, however, is an end-to-end solution, which classifies 
some of the dental pathology directly from the original radiographs 
with a bit of image pre-processing of the dental panoramic radiographs. 
This has been possible by using Convolutional Neural Networks with 
deep learning. A convolutional neural network (CNN or ConvNet) is 

one of the most popular algorithms for deep learning, a type of machine 
learning in which a model learns to perform classification tasks directly 
from images. The methodology consists of the following modules:

1. Image Acquisition 

2. Image Pre-processing 

3. Building of a CNN 

4. Image Augmentation 

5. Training, Validation and Testing
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Fig. 2. Flow diagram of the proposed algorithm.

A. Image Acquisition
Image acquisition is the initial step of any vision framework. The 

images acquired are not a processed image. After the acquisition of 
images, further processing techniques has been applied to process the 
image. The process of image acquisition is done using Care stream 
(KODAK) Dental’s CS 8100; an OPG machine that has machine has 
gained exceptional value in the market for its efficient performance 
and sturdiness. 

B. Image Pre-processing
Image pre-processing is a technique to select and enhance the 

region of interest of acquired digitized images by applying various 
mathematical operations. The purpose of pre-processing was 
discussed in [19], [20]. In our study, we apply different image pre-
processing techniques namely edge detection, cropping, rotation and 
image scaling. Before applying any preprocessing techniques, the raw 
data which is in .pano format is converted to .png format in order to 
be used for further processing.

Edge Detection: Edge detection is one of the vital steps of image 
preprocessing. Although cropping operation segments the teeth from 
the original image, it does not crop along the boundary of teeth. Edge 
detection technique are used to define the edge of the teeth to find the 
region of interest. In our study to perform the task of segmentation the 
Active Contour method [21] (also known as snake method) was used.

Cropping: Cropping is one of the most well-known image activity 
which is performed on the obtained images to expel the undesirable 
composed names and to complement the region of interest bringing 
about a rectangular shape comprising of just the region of interest 
which is required for the classification and furthermore lessen the 
potential outcomes of mistake.

Image Rotation: To get better visualization of the acquired images, 
the images are rotated about its center to a specified degree (θ=45, 90). 
This is performed to maintain uniformity in images representation. 

Image scaling: In image pre-processing, image scaling alludes to 
the resizing of a picture. Image resizing is essential when we have 



Regular Issue

- 71 -

to increment or diminishing the all-out number of pixels, though 
remapping can occur when you are correcting for lens distortion or 
rotating an image.

C. Building of CNN
Convolutional Neural Network consists of Convolution as the first 

layer to extract features from the image. The feature maps are passed 
on to activation function known as Rectified Linear Unit(ReLU) and 
then the input is passed on to pooling layers and finally given to the 
fully connected network, which gives the output [22]-[28]. Fig. 3 
shows our CNN model which contains two convolutional layers with 
two pooled feature mapped layers. Our CNN architecture has been 
implemented using Dropout. Dropout is a regularization technique 
for neural network models to prevent the networks from over fitting 
by ignoring randomly selected neurons during training. Fig. 8 shows 
the proposed CNN architecture using two convolutional layers with 
dropouts.
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Fig. 3. Model of the Proposed CNN.

1. Convolution Layers
Convolutional Neural Network consists of Convolution as the first 

layer to extract features from the image also preserves the relationship 
between pixels by learning images features using small square of 
input data known as feature maps. The input image is convolved with 
a feature detector also called kernel or filter. To increase its values by 
the original pixel values is the task of this filter. The equation for this 
mathematical operation is given as:

 (1)

where s[t] is the feature map, 𝑥 is the input, � is the filter.

Fig. 4 shows convolutional layers with feature mapping function 
and activation function.

Input Image Feature Maps Activation Maps

Fig. 4. Convolution Layers.

2. Non-linear Units
Since this proposed method is to classify dental pathology 

radiograph images and image classification is a nonlinear problem, 
non-linear unit increases non-linearity into the input images. As non-
linearity is achieved through an activation function known as the ReLU 
(Rectified Linear Unit) function. Without this property a network 
would not be sufficiently intense and will not be able to model the 
response variable. Mathematically, ReLU converts all negative values 
to zero which decreases the computational complexity. Fig. 5 shows 

the graph of Rectified Linear Unit. The equation for ReLU activation 
function is as follows:

 (2)

 (3)
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Fig. 5. Rectified Linear Unit (ReLU).

3. Pooling Layer
The next layer in a convolutional network comprises three steps 

which include pooling, down sampling and subsampling. This layer 
simplifies the output by performing nonlinear down sampling, 
reduces the spatial size of the representation to reduce the number 
of parameters and computation in the network. Out of many pooling 
techniques, Max pooling is used as it preserves the most matching 
feature in the activation map and also it helps to gain spatial invariance.

4. Fully Connected Layer
Fig. 6 shows a fully connected layer. Before the pooled layers are 

completely fed to the fully connected layer, the pooled feature map 
needs to be converted to a 1-D vector. This can be achieved by a 
process called the flattening process. The resultant 1-D vector contains 
the spatial structure information or pixel pattern and passed on to 
the fully connected network. The final layer of the CNN architecture 
which main purpose is to combine the feature into more attributes 
uses a classification layer such as softmax to provide the classification 
output. A fully connected layer works with high level features which 
strongly correlates to a particular class and particular weights that 
the products between the weights and the preceding layer has the 
accurate probabilities for the different classes. 

Input Layer

Xi

Vij Wjk

Ok

Output Layer

Hidden Layer

Fig. 6. Fully Connected Layer.

The proposed fully connected layer model contains three layers: 
input, hidden and output which is used to classify the images into 
different classes. The layers are connected by synaptic weights. The 
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learning of the network is realized by a hybrid system of Genetic 
Algorithm (GA) and Back Propagation (BP). The GA is an evolutionary 
algorithm and is based on the principle of natural selection and bio-
inspired operations.

GA is a global search algorithm good at determining the rough 
position of the global optimal solutions and BP is a local search 
algorithm good at fine tuning. It is possible to have both advantages 
by combining GA and BP. Use GA first to find the rough position of 
the global optimal solution and then use BP to refine.

Steps of the GA-BP hybrid learning:
1. Use GA learning first to find a good starting point 

2. Use BP learning to find a local Solution

3. If the solution is worse than the current best result, return to Step 
1; otherwise, continue

4. If the current best good enough, stop; otherwise, return to Step 1

Important parameters that are used during the learning process are 
as follows:

𝑥i: The ith input

𝑦i: The output of the jth hidden neuron

ok: The output of the kth output neuron

dk: The desired output

𝑣ij: The weight from the ith input to the jth hidden neuron

𝑤ij: The weight from the jth hidden neuron to the kth output neuron

The steps of the GA learning are as follows:
i) Initialization of the weights 

The weights of the connections of the neurons from one layer to 
another of the fully connected network will be represented by GA 
solution which is a binary string.

The number of total weights, TW is given by

 (4)

where I is the size of each input sample, HN is the number of 
hidden neurons, ON is the number of output neurons.

In our work, I = 3136, HN = 64 and ON = 4, so TW comes out to 
be 200960.

The gene length, GL is given by the equation

 (5)

Where NB = Number of bits per weight

In our work, NB = 6, so GL comes out to be 1205760.

ii) Phenotype reconstruction using genotype

Consider,

 (6)

Where bik is the kth bit for the ith weight. Then,  

 (7)

wi is the ith weight present in the string or solution, A is the scaling 
factor and B is the shifting factor.

In our application, we set A=20 and B=10 so that the weight will 
take value from [-10, 10].

iii) Output of the hidden layer and the output layer

We calculate the outputs of the hidden neurons using the relations:

   (8)

   (9)

Where 𝑦i is the output of the jth hidden neurons. 

We calculate the output of the output neurons with the equations: 

  (10)

  (11)

Where ok is the output of the kth output neurons. The function 
sigmoid is a unipolar sigmoid function.

These two operations of finding the output are performed for all 
the input patterns. Then the Error is updated with the equation:

  (12)

dk is the desired output. This process is performed until all the 
training samples have been used.

iv) Calculate the fitness of string or solution.

The fitness definition to calculate the fitness of the string/solution 
is given by the equation

 (13)

Where, N is the number of patterns or training examples. The 
above processes are repeated from step ii) for all the strings or 
solutions of the population.

v) Selection

We find out the string with the highest fitness value. The weights 
representing this string with highest fitness value will be used for 
further operation.

vi) Reproduction

The population is modified using operators namely crossover and 
mutation. The above processes from step ii) are repeated for many 
generations.

The steps of the BP learning are as follows:
The size of each input sample is I. There are J hidden neurons and 

K output neurons.

1. Get a training input, calculate the output of hidden neurons and 
output neurons 

2. Calculate the learning signals

The learning/error signal δk produced by the kth output neuron is 
given as:

 (14)

Using δk, we can calculate δj as follows:

 (15)

 (16)

3. Update the weights 

The weights of the output layer are updated using the equation:

 (17)

Where η is the learning rate.

The weights of the hidden layer is updated using the equation

 (18)
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4. Update the Error

Error is updated using the equation:

 (19)

5. Check if all the training patterns have been used, if not return to 
Step 1. 

6. If Error is smaller than desired error, then terminate otherwise 
repeat the whole process

D. Image Augmentation
Data augmentation is a way of creating new ‘data’ with different 

orientations [29], [30]. The benefits of this are twofold, the first 
being the ability to generate ‘more data’ from limited data and 
secondly it prevents over fitting making it less likely that the neural 
network recognizes unwanted characteristics in the data-set. Image 
data augmentation is applied to the training dataset, and not to the 
validation or test dataset as shown in Fig. 7. This is different from data 
preparation such as image resizing and pixel scaling; they must be 
performed consistently across all datasets that interact with the model.

E. Training, Validation and Testing
800 images belonging to 4 classes are used for training, 116 images 

belonging to 4 classes for validation. The training has been done with 
16 numbers of batches, validation with 2 numbers of batches. Python 
Fit-generator method is employed for training, validation and testing 

of the dataset. The generator runs parallel to the model which in turn 
allows training the model on GPU and in parallel to perform real-time 
data augmentation on images on CPU. 

III. Experimental Results and Discussions

CNN is implemented for training, validation and testing using 
different convolutional layers. Using 2 convolutional layers, the best 
accuracy is obtained and the results are provided in the section.

A. Image Pre-processing
Different dental anomalies and different types of teeth are shown 

in Fig. 9 which is a result of image pre-processing. a) and b) are types 
of dental anomalies namely Cap(fixed partial denture) and Impacted 
teeth whereas c) and d) are types of teeth namely Incisor and Molar. 

B. Dataset
As shown in Table I, 800 images belonging to 4 classes are used for 

training, 116 images belonging to 4 classes for validation. The training 
has been done with 16 numbers of batches, validation with 2 numbers 
of batches. Testing has been done with 120 random samples.

2186637729128

conv2d_1: Conv2D

conv2d_2: Conv2D

dropout_1: Dropout

fla�en_1: Fla�en

dense_1: Dense

dense_2: Dense

dropout_2: Dropout

dropout_3: Dropout

max_pooling2d_1: MaxPooling2D

max_pooling2d_2: MaxPooling2D

batch_normalization_1: BatchNormalization

Fig. 8. Proposed architecture using two Convolutional Layer.

(a) Cap (Fixed partial denture) (b) Impacted                                    (c) Incisor                                          (d) Molar 

Fig. 9. Input samples of Class A, B, C, D respectively.

(a) (b)

(c) (d)

Fig. 7. Image Augmentation: (a) Original image (b) Horizontal flip (c) Height 
shift (d) Rotation by 90°.
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TABLE I. Split of Samples in the Dataset

Dataset Number of Images

Training Set

200 images for class A
200 images for class B
200 images for class C
200 images for class D

Validation Set

29 images for class A
29 images for class B
29 images for class C
29 images for class D

Test Set 120 random images for testing

C. GA Fitness and Accuracy and Loss for Training and 
Validation

GA is use at determining the rough position of the global optimal 
solutions and BP is use for fine tuning. We use GA learning first to find 
a good starting point.

The Number of bits per weight is 6. The GeneLength comes out to 
be 1205760. The population size is 60. The mutation rate is set as 0.001. 
The fitness of the solution/string obtained after some GA generations 
is given in Table II.

TABLE II. Highest Fitness of the Solution for Different GA 
Generations

Sl. No. Generation Training Loss Fitness Value
1. 30 1.633 0.397
2. 60 0.792 0.484
3. 90 0.524 0.563
4. 120 0.501 0.621
5. 150 0.495 0.684

After GA learning generates global optimal weights, we use BP 
learning to refine the weights.
i) As shown in Fig. 10, using 2 convolutional layers and epochs upto 

400, the training loss and accuracy comes out to be 0.19 and 97.57 
respectively. The validation loss and accuracy comes out to be 0.18 
and 97.94 respectively.  

ii) As shown in Fig. 11, using 2 convolutional layers and epochs upto 
1000, the training loss and accuracy comes out to be 0.23 and 96.32 
respectively. The validation loss and accuracy comes out to be 0.69 
and 83.85 respectively. We can see that validation loss rises more 
and validation accuracy drops down because of over fitting.

D. Model Graph
i) Fig. 12(a) shows Model Accuracy graph of Training and   Validation 

between Epoch and Accuracy with epochs upto 400. We can 
observe that almost as the epoch increases, the accuracy increases 
with some drop down in between. The training accuracy and 
validation accuracy comes out to be 97.57 and 97.94 respectively. 

ii) Fig. 12(b) shows Model Loss graph of Training and Validation 
between Epoch and Loss with epochs upto 400. Here, we can 
observe that almost as the epoch increases, the loss decreases with 
some rises in between. The training loss and validation loss comes 
out to be 0.19 and 0.18  respectively.

iii) Fig. 13(a) shows Model Accuracy graph of Training and   Validation 
between Epoch and Accuracy with epochs up to 1000. The training 
accuracy and validation accuracy comes out to be 96.32 and 83.85 
respectively. We can see that validation accuracy drops down 
because of over fitting. 

iv) Fig. 13(b) shows Model Loss graph of Training and Validation 
between Epoch and Loss with epochs up to 1000. The training loss 
and validation loss comes out to be 0.23 and 0.69 respectively. We 
can see that validation loss rises because of over fitting. 

16/16 [=========================] - 1s 80ms/step - loss:0.2243 - aacc:0.9782 - val_loss:0.1532 - val_acc:0.9932
Epoch 395/400
16/16 [=========================] - 1s 78ms/step - loss:0.1410 - aacc:0.9852 - val_loss:0.2784 - val_acc:0.9247
Epoch 396/400
16/16 [=========================] - 1s 83ms/step - loss:0.1932 - aacc:0.9798 - val_loss:0.1812 - val_acc:0.9805
Epoch 397/400
16/16 [=========================] - 1s 80ms/step - loss:0.1713 - aacc:0.9883 - val_loss:0.1937 - val_acc:0.9818
Epoch 398/400
16/16 [=========================] - 1s 79ms/step - loss:0.2184 - aacc:0.9648 - val_loss:0.6694 - val_acc:0.7612
Epoch 399/400
16/16 [=========================] - 1s 81ms/step - loss:0.1937 - aacc:0.9875 - val_loss:0.1324 - val_acc:0.9878
Epoch 400/400
16/16 [=========================] - 1s 79ms/step - loss:0.1927 - aacc:0.9757 - val_loss:0.1873 - val_acc:0.9794

Fig. 10. Accuracy and loss upto 400 epochs.

Epoch 995/1000
16/16 [=========================] - 1s 74ms/step - loss:0.1944 - aacc:0.9732 - val_loss:0.3482 - val_acc:0.9098
Epoch 996/1000
16/16 [=========================] - 1s 75ms/step - loss:0.1832 - aacc:0.9644 - val_loss:0.1892 - val_acc:0.9692
Epoch 997/1000
16/16 [=========================] - 1s 77ms/step - loss:0.2145 - aacc:0.9631 - val_loss:0.2619 - val_acc:0.9472
Epoch 998/1000
16/16 [=========================] - 1s 75ms/step - loss:0.1891 - aacc:0.9752 - val_loss:0.2591 - val_acc:0.9340
Epoch 999/1000
16/16 [=========================] - 1s 75ms/step - loss:0.1653 - aacc:0.9792 - val_loss:0.1935 - val_acc:0.9711
Epoch 1000/1000
16/16 [=========================] - 1s 74ms/step - loss:0.2311 - aacc:0.9632 - val_loss:0.6992 - val_acc:0.8385

Fig. 11. Accuracy and loss upto 1000 epochs.
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E. Performance Analysis
For the performance analysis of the classification, Recall, Precision, 

F1 Score and Accuracy (Acc) are used.

 (20)

 (21)

 (22)

 (23)

where, TP, TN, FP and FN are the True Positive, True Negative,  
False Positive and False Negative respectively.

[ [ 29 0 0 0   ]

[ 0 28 1 0   ]

[ 0 0 29 0   ]

[ 0 1 0 28 ] ]

Fig. 14. Confusion matrix (up to epochs 400).

Fig. 14 shows the Confusion Matrix of the classification done 
with our 29x4=116 samples and upto 400 epochs. The method has 
been implemented with 2 convolutional layers. From the matrix, the 
following information is obtained:

i) of the actual 29 Cap samples, our algorithm has predicted that 29 
are Cap. 

ii) of the actual 29 Impacted samples, our algorithm has predicted 
that 28 are Impacted and 1 is Incisor.

iii) of the actual 29 Incisor samples, our algorithm has predicted that 
29 are Incisor.

iv) of the actual 29 Molar samples, our algorithm has predicted that 28 
are Molar and 1 are Impacted.

The Precision, Recall, F1 Score and Accuracy of the four classes 
are provided in Table III. The Average Precision, Average Recall and 
Average F1 Score are found to be 98%, 98% and 98% respectively. The 
Average Accuracy for the classification is found to be 97.92%.

TABLE III. Performance Analysis for Epochs 400

Category Precision Recall F1 Acc
Cap 1.00 1.00 1.00 100.00

Impacted 0.97 0.97 0.97 96.45
Incisor 0.97 1.00 0.98 98.00
Molar 1.00 0.97 0.98 97.25

Average 0.98 0.98 0.98 97.92

Fig. 15 shows the Confusion Matrix of the classification done with 
our 29x4=116 samples and upto 1000 epochs. The method has been 
implemented with 2 convolutional layers. 

The Precision, Recall, F1 Score and Accuracy of the four classes 
are provided in Table IV. The Average Precision, Average Recall and 
Average F1 Score are found to be 90%, 84% and 83% respectively. The 
Average Accuracy for the classification is found to be 83.64%. The 
accuracy drops down as the epochs increases because of overfitting.
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Fig. 13. Model Graph up to epochs 1000.
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Fig. 15. Confusion matrix (up to epochs 1000).

TABLE IV. Performance Analysis for Epochs 1000

Category Precision Recall F1 Acc
Cap 1.00 0.93 0.96 95.93

Impacted 0.96 0.93 0.95 95.78
Incisor 0.70 1.00 0.82 81.52
Molar 0.88 0.48 0.61 61.27

Average 0.90 0.84 0.83 83.64

The algorithm has been implemented with 1 convolutional layer, 2 
convolutional layers, 3 convolutional layers and 4 convolutional layers 
with CNN. As shown in Table V, the highest accuracy is obtained when 
the CNN is implemented with 2 Convolutional layers.

TABLE V. Loss and Accuracy of the Model With Different 
Convolutional Layer

No. of Convolutional 
Layer Loss Accuracy Validation 

loss
Validation 
accuracy

1 0.6012 80.12 1.2054 73.78

2 0.1927 97.57 0.1873 97.94

3 0.2931 91.73 0.5774 79.59

4 0.2547 91.84 0.6711 77.87

IV. Comparison

Our method is compared with four standard algorithms and the 
comparison is shown in Table VI. The details of the four other methods 
are shown in first four rows and our proposed algorithm in last row. 

The method proposed by [31] using CNN gives the classification 
accuracy of 85.3%.

The method proposed by [32] using Deep Convolutional Neural 
Networks (DCNNs) gives the Classification accuracy of 0.81(0.02). 
Mean (SD) sensitivity and specificity was 0.81 and 0.81 respectively. 
[33] Proposed a method using CNN which gives a classification 
accuracy rate of 83.0%.

[34] Proposed a method using Deep Convolutional Neural network 
(DCNN) which gives a classification accuracy of 95.6%.  

Our proposed method uses CNN with Dropout and gives a 
classification accuracy of 97.92%. Using the Dropout regularization 
technique, over fitting has been avoided and thereby the training and 
validation loss has been dropped down to significant level.

V. Conclusion

Over the past few years, the convolutional neural networks (CNNs) 
model has gain a huge potential in the field of medical imaging 
technology. In this paper, we have proposed a computer aided system 
which helps in classifying the type of teeth and also some underlying 
oral anomalies present in an OPG using CNN with deep learning 
technique to assist the dentists to have a better judgment in the 
treatment of any dental abnormalities. The fully connected layer of the 
CNN which does the classification has been trained using hybrid GA-
BP learning. Dropout technique has been used to avoid over fitting 
thereby improving the performance of the network classification. 
The proposed algorithm is implemented with different convolutional 
layers and the model with two convolutional layers gives the highest 
accuracy of 97.92%.
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