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Abstract

The fog has different features and effects within every single environment. Detection whether there is fog in 
the image is considered a challenge and giving the type of fog has a substantial enlightening effect on image 
defogging. Foggy scenes have different types such as scenes based on fog density level and scenes based on fog 
type. Machine learning techniques have a significant contribution to the detection of foggy scenes. However, 
most of the existing detection models are based on traditional machine learning models, and only a few studies 
have adopted deep learning models. Furthermore, most of the existing machines learning detection models are 
based on fog density-level scenes. However, to the best of our knowledge, there is no such detection model based 
on multi-fog type scenes have presented yet. Therefore, the main goal of our study is to propose an adaptive deep 
learning model for the detection of multi-fog types of images. Moreover, due to the lack of a publicly available 
dataset for inhomogeneous, homogenous, dark, and sky foggy scenes, a dataset for multi-fog scenes is presented 
in this study (https://github.com/Karrar-H-Abdulkareem/Multi-Fog-Dataset). Experiments were conducted in 
three stages. First, the data collection phase is based on eight resources to obtain the multi-fog scene dataset. 
Second, a classification experiment is conducted based on the ResNet-50 deep learning model to obtain detection 
results. Third, evaluation phase where the performance of the ResNet-50 detection model has been compared 
against three different models. Experimental results show that the proposed model has presented a stable 
classification performance for different foggy images with a 96% score for each of Classification Accuracy Rate 
(CAR), Recall, Precision, F1-Score which has specific theoretical and practical significance. Our proposed model 
is suitable as a pre-processing step and might be considered in different real-time applications.
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I. Introduction

Fog recognition and detection of objects in foggy weather condition 
is important for many applications such as transportation systems, 

and autonomous driving [1]-[3]. Foggy conditions can cause a serious 
traffic safety problem if the autonomous car on-board smart sensors 
fail to detect other cars or pedestrians [4]-]5]. Therefore, development 

of artificial intelligence methods and smart sensing technologies for 
fog recognition is important in machine vision.

As an atmospheric effect, fog creates a grey color over the scene, 
thereby degrading visibility in outdoor scene images [6]. Besides, the 
fog has been regarded as one of the main sources of accidents that 
occur in different environments like air, underwater, and over-land 
[7]. Fog is formed when the light which propagates through the 
atmosphere is scattered by particles like moisture and smoke; these 
particles are normally dispersed by air [8]. To eliminate the effects 
of the fog inside the obtained image, the art of dehazing is employed. 
The process of dehazing involves the elimination of the effects of fog 
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from outdoor images, as well as the restoration of fidelity details. 
Conceptually, the technique of dehazing image which is also referred 
to as “defogging” or “fog removal”, is an image enhancement that 
involves the elimination of undesirable visible effects from an image 
[9]. However, this technique is not the same as the conventional noise 
elimination technique and contrast enhancement techniques, since 
the degradation to image pixels that is induced by the presence of fog 
is dependent on the distance between the object and the acquisition 
device and the regional density of the fog [10]. The wide range of 
colors is overshadowed by the effect which the fog has on image pixels 
[11]. The presence of particles in the atmosphere, makes the execution 
of computer vision tasks in the presence of fog difficult and effective, 
thereby leading to the production of heavily degraded images [12]-
[14]. Thus, it becomes crucial to subject the degraded images to 
process of defogging [15]-[17]. 

According to the popularity of the traditional machine learning 
techniques in vast application areas, such techniques have applied 
widely in the image defogging domain to tackle issues related to image 
denoising [18], image quality assessment [19], image segmentation 
[20], and image classification or detection [21]. Comparing with 
traditional techniques, deep learning-based methods have made 
remarkable progress in image dehazing problems, especially in image 
denoising [22] and image classification [23]. Most recently, several 
deep learning-based approaches have proposed that demonstrate 
more robustness as compared to the traditional non-learning-based 
methods [24]. With the presence of a deep learning model [25], complex 
networks can be created so that the problem of image classification can 
be solved. Such a problem is often solved using Convolutional neural 
networks (CNNs), where complex networks serve as a collection of 
feature extractors that are usually somewhat generic, and relatively 
free of any classification task [26]. Naturally, the performances of 
these algorithms are superior to those of conventional manually 
crafted priors-based techniques by a significantly large margin. This 
can be attributed to the fact that informative and useful features can 
be extracted by CNNs from large amounts of images with strong 
generalization capability [22]. More so, due to the automatic process 
of extracting features, human supervision is not required [23].

Determining the presence and magnitude of fog has a great 
enlightening effect on the process of image defogging. Since it is 
possible to perform subsequent processing selectively, images can be 
better understood [27]. The process of detecting fog in image can be 
thought as a classification problem [21], [28]. However, in this study 
we do not discriminate between classification and detection terms. 
Fog has a significant impact on the image and cause different types 
of noise such as contrast, color, and structure distortion [29]. Usually, 
the classification of foggy images is based on machine learning 
techniques. The machine learning models need to predict the image 
type according to relevant features with corresponding environment 
characteristics. Furthermore, foggy image features could be varied 
according to density of fog or foggy scene type. For example, in the 
inhomogeneous foggy scene, the distribution of the fog is not equal 
in whole image, while in the homogenous foggy scene the fog level 
almost the same in whole image. Thus, a significant challenge can be 
seen in terms of classification of image according to more complex 
foggy image features. Furthermore, a comprehensive platform that 
covers all characteristics of foggy images in the classification of foggy 
images should be developed. 

Irrespective of the absence or presence of fog, the direct defogging 
algorithms are applied to images or videos. However, when real-world 
applications are involved, it is essential to determine if there is a need 
for the processing of the obtained image in the given environment by 
a defogging algorithm. This is because, without any judgment, the use 
of a defogging algorithm to restore an image may worsen the visibility 

of the image as compared to the original image. Besides, a particular 
noise could be added to a picture that has no fog when the defogging 
algorithm is used in processing degraded images. This, in turn, distorts 
the image to a certain level. Other demerits of using a defogging 
algorithm include low efficiency of processing, unconducive for image 
recognition, and consumes much time. Thus, it is crucial to effectively 
determine the presence of fog in an image before it is subjected to 
the process of defogging. This implies that the classification and 
recognition of the acquired image before processing is practically 
significant and valuable for application; this must be considered before 
improving the efficiency of image processing [23],[29],[30].

Additionally, the extant technical theory is restricted to fog image 
processing, and as such, it is difficult to make a valid classification 
of the image as non-foggy or foggy. As a result, relying solely on 
subjective judgement will not be able to meet the demands of real-time 
and batch processing. Consequently, having a method for accurately 
determining the state of the image is critical [31]. Also, another 
problem associated with fog is the detection of context information 
that describes the condition of the environment such as snow, fog, 
or rain. This problem is well established in the extant literature [30].

This paper analyzes the suitability of four deep learning models 
(Xception, VGG-16, Inception-V3, ResNet-50) for fog detection. The 
methodology is evaluated based on the dataset of collected foggy 
images. The contribution of this study can be seen as follow:

• Based on seven public datasets, the first dataset that includes four 
foggy scenes (inhomogeneous, homogeneous, dark, and sky foggy 
scene) is presented to the research community and it is openly 
available from https://github.com/Karrar-H-Abdulkareem/Multi-
Fog-Dataset.

• The first adaptive multi-class study is presented based on the 
classification of four foggy scenes which are inhomogeneous, 
homogeneous, dark, and sky foggy scenes. The adaptive term 
refers to capability of classification model to classify different 
foggy scenes.

• We adopted the ResNet-50 model for the classification of multi-
class foggy images.

The remaining parts of the paper present an overview of the related 
works (Section II), present the methodology (Section III), present and 
discusses the results (Section IV), discuss the application scenarios and 
the limitations of our approach (Section V), and state the conclusions 
(Section VI).

II. Related Works

In general, the foggy scene is divided into two types, a scene 
based on fog level density and scenes based on fog type where 
different characteristics are recognized such as time, light source, 
and so on. Scenes based on fog type have different categories. First, 
an inhomogeneous foggy scene which is referred to an image that 
usually contains an uneven amount of fog that is distributed in the 
entire image [32]. Second, a homogenous foggy scene is assumed that 
amount of fog is equally distributed in the entire image [7]. Third, 
the dark foggy scene is common, including visible lights (artificial 
lights) sources with varying colors besides the presence of fog. The 
light sources also often introduce noticeable amounts of glow that are 
not present in daytime fog [33]. Fourth, sky foggy scenes where the 
color of the sky is usually very similar to the atmospheric light in a fog 
image [34], so the pixel with the highest intensity might correspond to 
a bright object rather than to the airlight [35]. 

Most of the current classification models in the image defogging 
area are based on two insights. First, classification models are based 
on binary classification, where the main target of these models is to 
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distinguish between two types of images, i.e., foggy and non-foggy, 
respectively [28]. Second, classification is based on multi-class models 
which is the main purpose of these models to classify images based on 
fog density [21]. Many studies have addressed the problem of foggy 
image classification, as illustrated in Table I.

Many techniques have been used to tackle the problem of foggy 
image classification. Most classification techniques belong to 
traditional machine learning approaches rather than deep learning. 
Even with new trends of transfer learning, many investigated studies 
prefer to use hand-crafted features, especially in terms of color and 
gradient features. Furthermore, the process of feature extraction 
quite complex in some studies. The SVM technique is widely used 
as a classification model to characterize foggy images since the high 
accuracy can be obtained [27]. All binary classification studies focused 
on the general foggy images classified as foggy and non-foggy images. 
Furthermore, the binary classification has generalized to the more 
specific foggy scene such as non-sky and foggy sky images. On the 
other hand, multi-class classification also has been used to classify the 
images based on fog levels such as light, medium, and heavy foggy 
scenes. Only one study [28] has combined each of binary and multi-
class classification. However, many studies have success to classify the 
daytime while minimum proposed algorithms have ability to work in 
the night-time foggy images.

Kaiming et al. [39] have presented a residual learning framework 
where the layers learn residual functions with respect to the inputs 
received instead of learning unreferenced functions. This model 
allows the training of profound networks up to more than 1000 layers 
[39]. It is a well-established fact that the performance of a network is 
determined by its depth. In the area of computer vision, use of deeper 
networks is employed. Nevertheless, the training of a deeper network 
is difficult because of the problem of gradient vanishing, which is 
difficult to combat. Therefore, for this problem to be addressed, the use 
of ResNet can be employed [39] because it offers a training framework 
that can simplify the training of networks that are reasonably deeper 
than the previously used ones [40]. The motivation for this is the 
findings of scientific experiments that have shown that the level of 
training error increases as more layers are added. Conceptually, an 
increase in the number of layers should lead to increased modeling 
efficiency of Neural Networks, thereby preventing the occurrence 
of higher training error. This is attributed to the fact that after the 
propagation of gradients in many layers, they (gradients) vanish. 
Rather than enabling the uninterrupted flow of a portion of earlier 
information to later layers via Highway Networks through the 
addition of parameterized gating functions [41], the authors in [40] 
suggested that shortcut connections with identity should be simply 
added to the networks. Moreover, ResNet-50 has never been used 
before for the classification of foggy images, furthermore, according 
to the mentioned advantages, ResNet-50 has been employed for the 
classification target of four foggy image classes in this study. 

Finally, the findings of the examined research have shown three 
major difficulties. First, most of the proposed models have lack of 
evaluation based on the benchmarked dataset and prefer to use the 
private dataset that is based on the authors’ own experiment, which 
raises a question about the possibility of existed studies if can be 
generalized for more challenging scenarios in real-time applications. 
Furthermore, to the best of our knowledge, there is no such 
available public dataset that has been covered each inhomogeneous, 
homogeneous, dark, and sky foggy scene. Second, all mentioned 
studies have ignored the multi-class classification of foggy images 
based on the different scene types such as the inhomogeneous, 
homogeneous, dark, and sky foggy scene. Third, according to [23] the 
authors have shown the advantages of using deep learning models, 
especially in the matter of accuracy comparing with traditional 

machine learning models in the binary classification of foggy images. 
However, to our knowledge, no study has applied a deep learning 
model for classification each of inhomogeneous, homogeneous, dark, 
and sky foggy image as multi-class classification task in the image 
defogging domain, which we consider to be a theoretical gap.

III. Methodology

This section presents the full details for the proposed model into 
different phases as follows:

A. Data Collection Phase
As mentioned in the previous section, the lack of a public dataset 

based on four foggy scenes as well as all classification studies have 
been conducted based on private datasets which raise a significant 
challenge in this study. The main aim of this phase is to collect 
foggy images belong to four foggy scenes; namely, homogenous, 
inhomogeneous, dark, and sky foggy scene (see Fig.1). The baseline for 
collected images is the definition for each foggy scene that is already 
mentioned in section two, where each image scene has different 
characteristics. Furthermore, the source of collected images is based 
on seven datasets that can be identified as follows:

• Dehazing using color-lines dataset [42]: This dataset contains 
eleven foggy images; these images belong to indoor and outdoor 
foggy scenes. Furthermore, all images with PNG format, but with 
different dimensions, for instance, 1024, 1200, and so on.

• I-Haze dataset [43]: a dataset, in which 35 pairs of foggy and 
corresponding haze-free (ground-truth) indoor images are 
contained therein. Unlike the majority of the available dehazing 
databases, the real haze has been used in generating foggy images; 
the use of a professional haze machine was employed in generating 
the images. A MacBeth color checker was included in all the 
scenes so that color calibration can be eased while the evaluation 
of the dehazing algorithm can be improved. Besides, since the 
capturing of images is done within a controlled environment, both 
foggy and haze-free images are captured under the same lighting 
conditions. All images obtained have the JPG format with 4675 × 
2833 px dimensions.

• Kede dataset [44]: this dataset contains a total number of 225 
images, out of which 200 are defogged, and 25 are foggy. The 225 
images were divided into 9 image sets with 25 images each. These 
images are provided to cover diverse outdoor scenes and  different 

 (a) Inhomogeneous  (b) Homogeneous

 (c) Dark  (d) Sky

Fig. 1. Foggy scenes are based on different fog types.
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degrees of haze thickness. These include humans, animals, plants, 
architecture, landscapes, statics, traffics, and night scenes. Many 
images were captured in the real world, but the simulation of the 
three hazy and static objects was done uniformly. All the images 
are provided in JPG with 4675 x 2833 dimensions. The evaluation 
of the image involved the participation of 24 naïve observers, out of 
which 12 were female and 12 males between the age of 22 and 28. 

• LIVE Image Defogging Database: The LIVE Image Defogging 
Database proposed by [45], this dataset has been used widely in 
many evaluation scenarios in image dehazing domain such as [7], 
[11],[46]. A total of 1100 natural fog-free, foggy, and test images 
have been presented by this database. Here 100 colored images 
were selected to provide adequately diverse images, and fog 
density from newly recorded foggy images, well-established foggy 
test images, and corresponding defogged images. The images 
were of different sizes ranging from 425 × 274 to 1024 × 768 pixels. 
Besides, few foggy scenes like dark foggy scenes, homogenous 
scenes, and inhomogeneous foggy scenes were contained in the 
images. However, all provided images are in different formats and 
dimensions.

• O-haze dataset [44]: O-haze is a dataset composed of 45 kinds 
of outdoor scenes. It contains pairs of corresponding haze-
free images and real foggy images. Practically, the capturing of 
the foggy images was done in real haze using professional haze 
machines. All the images in this dataset represent the same visual 
content recorded under foggy and haze-free conditions and the 
same lighting condition. The significance of O-HAZE has been 
proven by using it to make a comparison of a representative set 
of state-of-the-art dehazing methods. The comparison involved 
the use of conventional image quality metrics like SSIM, PSNR, 
and CIEDE2000. Through this comparison, the shortcomings of 

the current techniques are uncovered, and some based on the 
uncovered shortcomings, some of their underpinning hypotheses 
are questioned. Nevertheless, all the images have been provided in 
varying dimensions and formats. 

• RESIDE Database: this dataset has been proposed by [47]; it 
has also been widely used in many evaluation studies [48], [49] 
and [50]; it features a large-scale synthetic training set and two 
different sets of designed quality evaluations, respectively. RESIDE 
has diverse data sources and image contents. This dataset has 
indoor and outdoor images, clear and foggy images, with more 
than 12,000 real-world images. However, all provided images are 
in different formats and dimensions.

• Foggy Image dataset (FI): this dataset was proposed by [51] which 
contained 200 foggy images. The corresponding manual labeled 
ground truths have been provided in this dataset. This dataset 
was mainly used for object detection in foggy weather. However, 
all provided images are in the PNG format but with different 
dimensions. 

Furthermore, the data collection process time depends on the 
volume of images in each dataset. The final set of collected images 
depend on the availability of four mentioned foggy scenes in each 
defined dataset. However, the number of collected images may present 
a negative effect on the classification task, especially with deep 
learning models, especially when the number of collected images for 
the training dataset is small. Thus, a recommended solution is needed 
to avoid such a challenge. 

B. Classification of Foggy Image Phase
This phase focuses on all processes relevant to the multi-class 

classification model such as pre-processing, classification model, and 
evaluation process (see Fig. 2).

TABLE I. Existing Studies on Classification for Foggy Images.

Ref Model Features Advantage 
Classification 

type 
Disadvantage Scene type

 [31]
SVM (linear 

kernel)
Hand-crafted features

New indicators to distinguish
between foggy and non-foggy images

Binary
No comparative scenario 

provided 
Foggy and non-

foggy 

 [36]
SVM (linear 

kernel)
Hand-crafted features 

Scattering Model
Simple implementation Multi-class

Features aren’t good enough 
to describe the whole 
information of images 

Clear, light foggy, 
medium foggy, and 

heavy foggy

 [30] SVM Hand-crafted features
Sample size has a very small effect on 

speed
Binary

Lack of comprehensive 
evaluation scenario

Foggy and non-
foggy

 [21] SVM (RBF) Hand-crafted features
Hight potential for fog

detection on daytime images
Multi-class

Doubtable to efficiently 
works in dark foggy scene

Excluded, No Fog, 
Low Fog, Fog and 

Dense Fog

[22] AlexNet Deep features
Process of feature extraction is 

automatic and needs no supervision
Binary

Number of hyper tuning 
parameters quite high

Foggy and non-
foggy

 [28] SVM (LDA) Hand-crafted features Works well for day-time scenes Binary 
Limited only to grayscale 

images 
Foggy and clear 

images in daytime 

 [28] SVM (LDA) Hand-crafted features Works well in night-time scenes Binary 
Limited only to grayscale 

images 
foggy and clear 

images in night-time 

 [23] Deep learning Hand-crafted features
Process of feature extraction is 

automatic and needs no supervision
Binary

Number of hyper tuning 
parameters quite high

Clear and foggy 
image 

 [27] SVM (RBF) hand-crafted features Efficient for fog density classification Multi-class Complex features extraction
Fog-free, thin fog 

and dense fog
image

 [36]
19 classification 

techniques
Hand-crafted features Comprehensive evaluation Binary Too many features extracted 

Foggy and non-
foggy

 [37] SVM Hand-crafted features
Efficient to work for large sky foggy 

classification 
Binary Lack of evaluation scenario 

Sky and non-sky 
foggy image 

 [38]
Two SVM  

(RBF)classifiers
Hand-crafted features

Better performance both on the 
detection rate and the misclassification

Binary
Performing poorly

for night scenes
Sky and non-sky 

foggy image
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C. Data Pre-Processing Stage 
Before training the model, it is fundamental to apply pre-processing 

techniques to avoid distorted information. Thus, it allows a correct and 
more straightforward evaluation of data through the network. In this 
research, the images of the foggy scenes are collected from different 
sources. The images are captured by different types of equipment 
and contain different acquisition parameters. As a result, there exist 
considerable variations in the intensity of the images. However, the 
proposed CNN model implements several standard pre-processing 
procedures to ensure that the generalization of the CNN models is not 
negatively affected, as follows:

• Resizing: we need first to acquire a constant dimension because 
all images in this dataset vary in dimension and resolution 
(365×465 to 1125×859 pixels). Subsequently, all the images are 
scaled to specific pixels based on the corresponding CNN model 
(e.g., ResNet_50 224×224 pixels).

• Normalization: In the normalization part, to set the scaling limit, 
we use a precalculated mean subtraction of the ImageNet database 
to normalize the intensity values [52]. Then we scale the intensity 
values from [0, 255] to the intensity range of [0, 1] using the min-
max normalization formula.

• Image data shuffling: Random shuffling of data is a standard 
procedure in all machine learning pipelines, and image 
classification is not an exception; its purpose is to break possible 
biases during data preparation - e.g., putting all the sky foggy 
images first and then the homogenous ones in a foggy image 
classification dataset.

• Furthermore, make all input data in a similar image format where 
all foggy images will be set to PNG format.

• Data augmentation: A data augmentation procedure is 
suggested to avoid the overfitting problem during the learning 
process especially with a small dataset [53,-57] and increase the 

Data 
augmentation  

Data 
filtration  

Seven 
Datasets 

Final 
dataset 

 

Hyper parameters tuning  

  

 

 Update
 

ResNet-50  

  

 

Dark foggy  

 

Testing 

  

Input
Conv + 
Maxpool

Conv + 
Maxpool

Conv + 
Maxpool

Conv + 
Maxpool FC FC Output

Validation error

Augmented
dataset

Testing set

Found optimal model 

Training and optimization

Homogenous foggy

Inhomogeneous foggy

Sky foggy

Fig. 2. New classification model for four multi-fog classes.



Regular Issue

- 31 -

generalization ability of the last trained model, we will perform a 
detailed offline augmentation over the collected foggy images in 
our dataset, the listed augmentation technics will apply to original 
images:

1. Rotation with range = 5 degrees.

2. Zoom With range=0.1.

3. Width Shifting with range=0.1.

4. Height Shifting with range=0.1.

5. Horizontal flip.

Zoom is a float value for the zoom_range parameter that takes a 
lower limit and an upper limit. The shift technique helps in improving 
those images that are not properly positioned. The values specified 
are either specified in the form of percentage or integer (in our paper 
we use percentage). Random flip is a Boolean input that randomly 
flipping half of the images horizontally or vertically. We have excluded 
some of the augmentation techniques, for instance, brightness since 
the most defect in the foggy image is the low contrast, so applying 
such augmentation technique may affect the real characteristics of the 
images thus affects all other analysis processes.

D. Image Classification Based on ResNet50 Model
In this paper, ResNet-50 is applied for several reasons, including: (i) 

to reduce the training time required to obtain the last trained model, 
and low training error rate especially when the depth of network is 
increased, (ii) to increase the prediction accuracy of the proposed 
Multi-class foggy images classification model. To mention, the process 
of detection fog depends on different factors. First, scene type is the 
first indicator for detection for instance; image that taken at the 
night with presence of artificial light considered as dark foggy image. 
Second, image that contained fog in small portion or overall image 
also consider as foggy image.

Here, we employed an efficient pre-trained ResNet-50 model. 
Residual Network (ResNet) one of the most powerful deep CNNs. 
ResNet is similar to other CNNs, which have convolutional, pooling, 
activation maps, and fully connected layers stacked sequentially one 
over the other. The only main difference between ResNet and other 
CNNs is the identity connection, which is originating from the input  
layer to the end of the residual block (see Fig. 3-b).

Wright Layer-I

X

f(X)

(a) (b)

Wright Layer-II

Activation Function

Activation Function

Wright Layer-I

X

f(X)

f(X) + X

Wright Layer-II

Activation Function

Activation Function

Fig. 3. Concept of ResNet-50 model.

We simply explain the theory of the ResNet-50 below. We explicitly 
make these layers fit a residual mapping, instead of each few stacked 
layers directly fit a desired underlying mapping H (x). We let the 
stacked nonlinear layers fit another mapping of F (x):= H (x) − x. The 
original mapping is recast into F (x) + x. The formulation of F (x) + x can 
implement by feedforward neural networks with shortcut connections. 
The shortcut method uses the connection that skips one or more layers, 

which simply performs identity mapping. Their outputs are added to 
the outputs of the stacked layers. Identity shortcut connections do not 
add any extra parameter or computational complexity. The network 
can be trained end-to-end by stochastic gradient descent (SGD) with 
backpropagation.

The main steps of the proposed training methodology can be 
summarized as follows:

1. Dividing the augmented database into three different sets: Training 
set, Validation set, and Test set.

2. Select initial values for a set of hyper-parameters (e.g., learning 
rate, momentum, weight decay, etc.). 

3. Training the ResNet-50 using the training set and the hyper-
parameters set in step 2.

4. Using the validation set to evaluate the performance of the 
ResNet-50 during the training process.

5. Repeating steps 3 through 4 for 20 epochs.
6. Selecting the best-trained model with minimal error rate on the 

validation set.

E. Evaluation Phase
Based on the testing set and the best-trained model, the evaluation 

process will be conducted. To evaluate the quantitative performance 
of the proposed model, such as evaluation metrics Classification 
Accuracy Rate (CAR) , Precision, Recall, and F1 score are computed 
to validate the efficiency and reliability of the proposed system using 
the testing set. Furthermore, all mentioned metrics are calculated 
based on the weighted average value have chosen for the multi-class 
classification setup, which preferable if you suspect there might be a 
class imbalance (i.e., you may have many more examples of one class 
than of other classes). Weighted-avg is calculating metrics for each 
label, and find their average weighted by support (the number of true 
instances for each label). Each of weighted CAR, Precision, Recall, and 
F1 score is calculated according to equations [1]:

  (1)

 (2)

 (3)

 (4)

If m is the total number of classes in the dataset, then i value from 
1 to m. Furthermore, to compare the performance of the proposed 
detection model, the process of evaluation will be conducted within 
three deep learning models, namely, Xception, VGG-16, Inception-V3. 

IV. Results

This section presents in detail the experimental results, analyses, 
and discussions towards the accomplishments of the proposed multi-
class image defogging classification model based on multi-fog types. 
The remaining of this section consists of five broad sections and is 
organized as follows in line with the proposed methodology discussed 
in section 3. Subsection 4.1 discusses the results of data collection. 
Subsection 4.2 presents the foggy images of classification results. 

A. Data Collection
The total images are 1166 used in this study based on the main 

foggy scene categories are homogeneous scene, inhomogeneous scene, 
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dark scene, and sky scene. The details of the foggy scene categories are 
presented in Table II. We labeled the images manually according to the 
class definition.

Based on Table II, for every dataset, the main processes of the 
proposed methods are evaluated and analyzed. The foggy scene 
with a large dataset that is used in the experimental results is the 
sky scene with 463 images, followed by that dark scene with 274 
images. Furthermore, homogeneous scene includes 256 images, and 
inhomogeneous scene contains 175 images with total cases are 1166 
images. The homogeneous scene as having 114 images in LIVE Image 
Defogging Database from 256 as total, while IVCDehazing (Kede) 
contains 3 images only. The other distributed in the datasets for 
the homogeneous scene are Dehazing using Color-Lines 11 images, 
I-HAZE 30 images, O-HAZE 45 images, RESIDE 41 images, and 
Saliency Detection Based (FI) 12 samples.

The inhomogeneous scene has 105 images for internet source 
from 175 as total in this class, while LIVE Image Defogging Database 
contains 37 images only. The other distributed in the datasets for the 
inhomogeneous scene is RESIDE 31 images. For Dark scene have 
257 images for RESIDE database from 274 as total in this class, while 
Saliency Detection Based (FI) Database contains 2 images only, LIVE 
Image Defogging Database contains 13 images, and IVCDehazing 
(Kede) database contains three samples. Finally, Sky scene has 384 
images for RESIDE database from 463 as total in this foggy scene, but 
IVCDehazing (Kede) database contains 2 images only, LIVE Image 
Defogging Database involve 62 images, and Saliency Detection Based 
(FI) contains 15 images as shown in Table II. The most source that 
has contributed to our collected data is RESIDE dataset, while each 
of Dehazing using Color-Lines and IVCDehazing datasets have the 
lowest contribution.

However, the variation of samples or cases is affecting the training 
and testing process. It is observed that some datasets have good 
samples in the specific foggy scene, but others do not have enough 
samples for the training and testing process. Furthermore, the most 
type of foggy class that is prone to create an imbalanced dataset 
is the inhomogeneous foggy image class followed by each of the 
homogenous and dark foggy scene classes. Thus, the dataset with 
mentioned flaws will present a significant challenge when the real 
experiment is conducted, that is why an efficient solution is needed to 
adopt for tackling such issues.

B. Foggy Images of Classification Results
In the domain of artificial intelligence, especially deep learning 

utilization, big data is the main fundamental to supporting the learning 
task of the features of objects in image processing and classification.

The network training demands big data to support the feature 
extraction process to get better features of the objects. Data 
augmentation and data equilibrium are used to avoid the problem 
of few image samples that are not enough for the training process. 
Data augmentation is important to transforming the training samples 
or images and generating new images by confirmed techniques. 
Using data augmentation, the original database can be enhanced and 

increased. Also, notably in the training work, assist in preventing the 
overfitting issue. Thus, it is important to adopt mentioned processes 
for the detection and classification performance of the proposed 
model. 

In the collected foggy images, most of these images are extracted 
from different datasets with different characteristics and numbers. 
This type of database cannot be applied directly to the training 
process, especially using deep learning methods. However, the scale 
of this database classified based on the original images is very small 
to qualify the sample number of images that can be used for the 
training process. Thus, the data augmentation must be performed on 
the databases to qualify the samples used and the need to ensure a 
useful feature extracted. To provide a more efficient training process 
with adequate deep learning results and avoid previously mentioned 
issues with the collected dataset, a data augmentation approach has 
been adopted in our study. Several data augmentation techniques have 
been applied, such as Rotation, Zoom, Width Shifting, Height Shifting, 
and Horizontal flip. The results of the data augmentation process are 
presented in Table III.

TABLE III. Augmented Datasets and Foggy Scene Categories

Foggy Scene Total 

Homogeneous scene 1536

Inhomogeneous scene 1050

Dark scene 1639

Sky scene 2766

Total 6991

As shown in Table III, the number of images within each foggy 
scene type has increased five times from the original set. For instance, 
the number of homogenous foggy images in the collected dataset 
was 256 while after applying data augmentation processes, the image 
number became 1536. Furthermore, other types of foggy images have 
increased from 175 to 1050 for inhomogeneous foggy images, from 
274 to 1639 for dark foggy images, and from 463 to 2766 for foggy sky 
images. The dataset has increased from 1166 to 6991 foggy images. 
However, the difference between the original collected and augmented 
datasets with foggy Scene categories shows in Fig. 4.
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Fig. 4. The difference between original databases collected and augmented 
datasets with foggy scene categories.

TABLE II. The Distribution of Foggy Images Based on Eight Data Resources

Foggy Scene Dehazing using 
Color-Lines I-HAZE IVCDehazing 

(Kede)

LIVE Image 
Defogging 
Database

O-HAZE RESIDE Saliency Detection 
Based (FI) Internet Total

Homogeneous scene 11 30 3 114 45 41 12 - 256
Inhomogeneous scene - - 37 31 - 105 175
Dark scene - - 3 13 - 257 2 - 274
Sky scene - - 2 62 - 384 15 - 463
Total 11 30 8 226 45 713 29 105 1166
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TABLE IV. The Number of Images Used in the Experiment With Each 
Foggy Scene Class

Class 
No. Class Name Training 

Set
Validation 

Set
Testing 

Set Total

1
Homogeneous 

foggy
1108 120 308 1,536

2
Inhomogeneous 

foggy
760 80 210 1,050

3 Sky foggy 2011 200 555 2,766

4 Dark foggy 1181 130 328 1,639

- All 5,060 530 1401 6,991

The numbers of images related to each foggy scene category 
are listed in Table IV. To train and test our network on a multi-fog 
type dataset, we selected 70% (5060) of sample images evenly from 
each scene category for training and 10% (530) for validation, and 20 
% (1401) as the test set. Adam optimizer was used to fine-tune the 
parameters while using  hyper-parameters with the number of epochs 
set to 20, batch size = 10, learning rate = 0.0001, momentum = 0.9, and 
weight decay = 0.0002. AS shown in Table V. To mention, all hyper-
parameters have applied for proposed model and state-of-art methods.

TABLE V. Hyper Parameters and Their Values

Hyper-Parameters Values
Optimization Method Adam

Momentum 0.9
Weight-Decay 0.0002

Batch Size 10
Activation Function ReLU

Learning Rate 0.0001
Total No. of Epochs 20

Dropout ration 0.5
# Nodes in the softmax layer 4

The most critical configuration setting in the deep learning model 
is the learning rate and the number of epochs. To mention, the base 
for setting the learning rate as 0.0001 is that during experiment 
configuration, we found that our network with learning rate more 
than 0.0001 we got only 70% as CAR. When we set the learning rate 
to 0.0001, the CAR increased to 96%. The same CAR rate (96%) was 
obtained when we decreased the learning rate to 0. 00001. The more 
surprising results that at a threshold of more than 0.0001, we found our 
network cannot detect inhomogeneous foggy scenes instead detect all 
inhomogeneous foggy images as homogenous, dark, and sky foggy 
scenes respectively. Thus, a scenario of misleading results has been 
presented by our network when the learning rate more than 0.0001. 
The base for selecting the number of epochs as 20 is that during the 
experiment we found when setting the number of epochs to 5, we got 
a model with 92 accuracies. Then at 10 and 15 epochs, we found that 
CAR is the same where have increased to 95%. After that we have 
increased the number of epochs to 20, we found there is less increase 
in the CAR rate with a score of 96%. However, to this limit, we found 
no point in increasing the number of epochs since we achieved a good 
CAR rate besides the level of CAR has increased with a small rate. 

In this work, the performance of four different deep learning 
models (e.g., ResNet-50, VGG-19, Inception-V3, and Xception) were 
assessed using the testing set in the foggy dataset. Each model was 
trained using Adam optimizer using a learning rate policy where the 
learning rate decreases when learning does not advance for some time. 
The hyperparameters displayed in Table VI used for training purposes. 
We use a batch re-balancing strategy for better distribution of each 
foggy class at a batch level. The proposed foggy classification system 

was built using the Keras deep learning library with a TensorFlow 
backend. Based on equations (1, 2,3, and 4) the overall evaluation 
results for ResNet-50 with other deep learning models are presented 
in Table VI, where each of CAR, Recall, Precision, and F1-Score are 
used as indicators for comparison scenario. In the multiclass problems, 
the calculation is performed as the average of each per-class metric 
[58]. The best performance has been presented by each of ResNet-50 
and VGG-16 models. However, as one can see that comparing with the 
other three deep learning models, the best performance was achieved 
using the ResNet-50 model with CAR of 96 %, Recall of 96%, Precision 
of 96%, and F1-Score of 96%. This was followed by the VGG-16 model 
that achieved a higher result than Inception-V3 and Xception models 
in terms of all evaluation metrics values. Each of Inception-V3 and 
Xception got the poorest performance values among the four deep 
learning models. Where the minimum values of evaluation metrics 
have scored by these models, for instance, the CAR value has not 
exceeded more than 66% for Xception, and 62% for the Inception-V3 
model. Xception is better than Inception-V3, especially in terms of F1-
Score value. The ResNet-50 model has adequate results as it is the most 
massive deep learning structure among other pre-trained models (VGG-
16, Inception-V3, and Xception). Since the ResNet-50 model allows the 
information flow through the network with residual connections, that 
is, the gradient value does not diminish through backpropagation, and 
the deepest structures have the best classification performance.

TABLE VI. The Performance Comparison of the Adopted Four Deep 
Learning Models

Quantitative 
Measures Xception VGG-16 Inception-V3 ResNet-50

CAR 0.66 0.92 0.62 0.96

Recall 0.66 0.92 0.62 0.96

Precision 0.71 0.92 0.67 0.96

F1-Score 0.67 0.91 0.58 0.96

Multi-class classification is prone to imbalance issue which could 
present compromised performance; therefore, we must highlight the 
CAR for each class to measure the performance of our model per each 
foggy scene class. Four confusion matrices with normalized values are 
presented in Fig. 5.

The ResNet-50 model has the highest classification result per each 
foggy scene class. This model managed to correctly detect 310 (95% 
detection rate) out 328 as dark foggy images, 287 (94%) as homogenous 
foggy images, 193 (91%) as inhomogeneous foggy images, and 536 
(99%) as sky foggy images. On the other hand, the VGG-16 model has 
succeeded to detect 292 (91%) as dark, 274 (84%) as homogenous, 186 
(90%) as inhomogeneous, and 529 (97%) as sky foggy images. 

The Xception model has a lower rate of detection than the previous 
two models in all foggy classes, where only 202 (62%) detected as dark, 
200 (65%) as homogenous, 134 (64%) as inhomogeneous, and 385 (69%) 
as sky foggy images. Finally, the lowest detection rate has scored by 
Inception-V3 in all foggy image classes except for sky foggy class, where 
this model has presented a significant performance with a detection 
rate equal to 97% (536 out of 555 foggy sky images); also this model has 
the same results when comparing with VGG-16 based on detection for 
sky foggy images. Furthermore, this model has only detected 166 (51%) 
as dark, 141 (46%) as homogenous, and 25 (12%) as inhomogeneous 
foggy images. However, based on the results of four deep learning 
models, overall, the maximum misclassification (low detection) rate 
has been scored by Inception-V3 in terms of inhomogeneous foggy 
images where 88% of images are classified incorrectly. On the other 
hand, the lowest misclassification (highest detection) rate can be 
seen in the ResNet-50 wherein the foggy sky class only 1% of images 
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have classified incorrectly. To end, the classification performance is 
balanced overall classes and in almost all models except Inception-V3 
which presented high imbalance classification performance.

V. Discussion 

A. Application Scenario 
Our foggy image detection model can perform in real-time 

applications and is suitable as a pre-processing step, for many real-
world applications such as basic image defogging, traffic surveillance 
systems, and driving assistance applications (3-D scene reconstruction 
in foggy weather, object detection, and recognition, etc.).Our detection 
model can serve in the driver assistant system as adaptive approach 
from multi perspectives, first, in the driver assistant system where the 
car is considered as a non-fixed object that can move through different 
fog environments, day, night, city, and mountains. For instance, when 
the car moves on the road in the daytime with fixed fog density in the 
air, thus the most suitable to detect the foggy scene is the detection 
algorithm based on the homogenous foggy scene. Second, when the 
car move inside the city at nighttime and more artificial lights are 
presented with fog. In this scenario, the most dominant detection 
algorithm is that based on detecting the dark foggy image. Third, when 
the car moves on the top of the mountain where the scene is including 
two aspects. The captured image may contain a wide area of sky in the 
image. Most of the fog in the mountain area is unevenly distributed; 

thus, the inhomogeneous foggy scene is presented. Therefore, an 
adaptive detection algorithm is needed to detect the sky foggy scene 
besides detecting the inhomogeneous foggy scene whenever presented. 
To end, our detection model can fulfill the conditions of detection in 
each one of the previously mentioned cases. Moreover, even if all 
scenarios are presented together or individually, our algorithm can 
tackle the issues of detection in different foggy environments; thus, 
the primary goal of our proposed model is achieved. Furthermore, to 
provide users with a cost-efficient solution for contrast restoration 
in driving scenarios, the possibility of our algorithm if can be ported 
on mobile devices still questionable where more lightweight deep 
learning architecture is needed for such applications.

1. Comparison With State-Of-The-Art Methods
 Since our study classified foggy images based and deep learning 

model and deep features, these two aspects have used as criteria for 
selecting the benchmark study. 

According to the related works section, we found that the most 
relevant study to our work was study [22]. However, this study has 
tested only binary classification where the model classified images 
as foggy and non-foggy type. For this reason, we implemented the 
same model based on our dataset where the model classifies images 
to inhomogeneous, homogeneous, dark, and sky foggy image. Table 
VII show the comparison with state-of-the-art method based on well 
know evaluation metrics.
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Fig. 5. Confusion matrices: (a) Xception (b), VGG-19, (c) Inception-V3, and (d) ResNet-50.
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TABLE VII. Comparison With State-of-the-art Methods

Quantitative Measures Study [22] Proposed model
CAR 0.67 0.96

Recall 0.67 0.96
Precision 0.71 0.96
F1-Score 0.64 0.96

Table VII showed that proposed model outperformed the benchmark 
study in all quantitative measures. Thus, the proposed study has presented 
very efficient performance compared with benchmarked study.

2. Limitations
• Some images are confused with other images such as sky images 

with homogenous and inhomogeneous where some of these 
images may contain sky area but with different ranges so maybe 
the model misclassified images (create overlapping scenario), in 
other words, classify homogeneous and inhomogeneous images as 
sky ones. So, with image segmentation technique could solve such 
issue and define the region of interests in the homogenous and 
inhomogeneous foggy scene. 

• When we configured our model with 0.001 learning rate, we found 
that our model cannot detect homogenous foggy images at all and 
have misleading results. Where 194 out of 308 homogenous foggy 
images were classified as sky foggy images,78 images classified as 
dark foggy, and 36 images as inhomogeneous foggy. Besides the 
same learning rate, the CAR rate has been achieved was only 70%. 
While less than 0.001 we have achieved good CAR beside there are 
no misleading results. 

• More real datasets based on four foggy scenes (inhomogeneous, 
homogenous, sky, and dark) are needed to build rather than 
only depend on the image augmentation techniques because 
even with advantages of this techniques it provides geometrical 
transformations for the images but unfortunately this does not 
reflect different fog characteristics in the foggy images which are 
the base for the scene complexity.

VI. Conclusions 

The main contributions of this paper lie in two folds. First, the 
development of a new detection model for multi-fog scenes based 
on a deep learning approach. Second, a collected dataset of multi-fog 
images based on publicly available datasets is presented. A total of 
1166 different foggy images are collected from different resources. 
To provide an efficient training process by tackle overfitting and 
imbalanced dataset issues, the same set has increased to 6991 foggy 
images by using data augmentation techniques. More pre-processing 
procedures have been applied to the datasets. The 6991 images are the 
basis for the training, validation, and testing of the proposed model. 

Our proposed method has successfully detected the foggy images 
with different fog types, including inhomogeneous, homogeneous, 
dark, and sky foggy scene. The processes and steps of the proposed 
detection model were described. The development of the proposed 
deep learning detection model was formed based on ResNet-50 
architecture. To verify the efficiency of the proposed model, an 
evaluation experiment has been conducted based on different 
measurements as well as within different deep learning models. The 
results confirm that: 

(1) Comparing with the other three deep learning models; the best 
performance was achieved using the ResNet-50 model with CAR of 96 %, 
Recall of 96%, Precision of 96%, and F1-Score of 96%. This was followed 
by VGG-16 model that achieved a higher result than the Inception-V3 
and Xception models in terms of all evaluation metrics values. 

(2) The ResNet-50 model has the highest classification result per 
each foggy scene class. This model managed to correctly detect 
310 (95% detection rate) out 328 as dark foggy images, 287 (94%) 
as homogenous foggy images, 193 (91%) as inhomogeneous foggy 
images, and 536 (99%) as sky foggy images. 

(3) Based on the results of four deep learning models, overall, the 
maximum misclassification (low detection) rate has been scored by 
Inception-V3 in terms of inhomogeneous foggy images where 88% 
of images are classified incorrectly. On the other hand, the lowest 
misclassification rate can be seen in the ResNet-50 wherein the foggy 
sky class only 1% of images have classified incorrectly. This is followed 
by 5% as a misclassification rate for dark, 6% for homogenous, and 8% 
for inhomogeneous.
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