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Abstract

Nowadays, a lot of data is stored in the cloud for sharing purposes across various domains. The increasing 
number of security issues with cloud data raises confidentiality concerns about keeping these stored or shared 
data. Advanced encryption and decryption techniques in cloud computing environments can be considered 
useful to achieve this aspect. However, an unresolved yet critical challenge in cloud data-sharing systems is the 
revocation of malicious users. One of the common methods for revocation involves periodically updating users' 
private keys. This approach increases the workload of the Key Generation Center (KGC) as the number of users 
increases. In this work, an efficient Revocable Identity-Based Signature (RIBS) scheme is proposed, wherein 
the revocation functionality is delegated to an External Revocation Server (ERS). This proposed scheme allows 
only the non-revoked users to access the system resources, thus, providing restricted access control. Here, the 
ERS generates a secret time key for signature generation based on a revoked user list. In the proposed method, 
a user uses its private key and secret time key to sign a message. Furthermore, to maintain data confidentiality, 
symmetric encryption and Elliptic Curve Cryptography (ECC) based asymmetric encryption techniques are 
used before outsourcing data to the cloud server. The results illustrate that the proposed scheme outperforms 
some of the existing schemes by providing reduced computation costs.
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I. Introduction

IN recent years, cloud computing has been offering a promising 
opportunity to provide computing capacity and storage for various 

applications. Researchers have proposed data-sharing models 
utilizing cloud computing across different domains. These models 
have facilitated the development of third-party telematics services, 
such as remote diagnostics, energy consumption analysis, intelligent 
transportation systems, and entertainment, aimed at enhancing user 
safety and convenience. However, before implementing these services, 
the crucial challenge of securing shared data in the cloud must be 
addressed. Unfortunately, there have been many instances, where the 
confidentiality of cloud data is compromised or accessed unlawfully. 
Due to the presence of a large number of malicious user data, cloud 
services must maintain strong security to prevent unauthorized access 
to stored data [1]. Traditional cryptographic techniques, such as RSA 
(Rivest Shamir Adleman) and Advanced Encryption Standard (AES), 
are widely used to secure data in the cloud. However, these techniques 

can be vulnerable to attacks like brute-force attacks. This highlights the 
need for robust security measures that can provide high security [2]. 

A digital signature is an important part of computer security that 
helps to identify users, verify their authenticity, and ensure they 
cannot deny their actions. In a typical way, the certificate authorities 
are responsible for managing the certificates and checking if the 
signature public keys are tied to the certificates. But, there is a 
challenge in checking if a user (certificate) has been revoked or not. 
In [3], Boneh and Franklin proposed a solution by regularly updating 
the secret keys for all non-revoked users. This approach has a critical 
problem, i.e., the key managing authority needs to always be online, 
which can create security risks and the overhead at the key managing 
authority dramatically increases as more users join the system. With 
the rise of cloud computing, many organizations are using powerful 
cloud servers to do heavy computing tasks. In such systems, the user 
revocation process is outsourced to an external server to handle the 
task of updating secret keys for non-revoked users.
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Data confidentiality is another important aspect of computer security 
that can protect data against unauthorized access or disclosure. This 
can be achieved by using Deoxyribonucleic Acid (DNA) computing [4] 
and ECC techniques. Here, DNA sequences can be used for the secret 
key generation process. DNA computing is capable of computing in 
parallel and providing massive storage, which makes it highly efficient 
for handling complex, unique, and large encryption keys. ECC is also 
known for its efficiency and strong security properties, making it 
suitable for protecting sensitive data. Encrypting the data using ECC 
with the DNA-based generated key before transmission ensures that 
the data is protected during communication and the encrypted data can 
only be decrypted by the intended recipient having the corresponding 
DNA-based generated key [5]. As a result, combining DNA computing 
and ECC can present a novel approach for data security and privacy 
of sensitive information.

Enabling secure data sharing and access control along with 
effective user revocation management can be achieved through 
the integration of Identity-Based Signature (IBS) systems and ECC-
based encryption techniques. These systems play a crucial role in 
safeguarding sensitive information and ensuring controlled access 
within a given framework. The integration of IBS and ECC encryption 
adds an extra layer of security to the data encryption process. In 
the context of secure data sharing, IBS mechanisms support users’ 
authenticity and their corresponding access privileges. By utilizing 
user-specific identity information as the public key, these systems 
facilitate secure communication and data transmission processes 
to authorized entities. While recent works have introduced many 
revocable schemes, the issue of revoking identity-based signatures 
remains largely unexplored. Periodically updating users’ private keys 
in identity-based approaches is typically managed by the KGC, which 
increases the KGC’s overhead as the number of users increases in the 
cloud server [6]. 

An advanced technique has been proposed in this paper to solve 
the problems of the existing schemes. Here, an efficient way to handle 
revoked users is explored by applying identity-based signatures. In this 
paper, the proposed Revocable Identity-Based Signature (RIBS) scheme 
delegates the revocation functionality to an external revocation server. 
The ERS generates a secret time key that is used in the signature 
generation process of non-revoked users.  However, if the ERS handles 
all the tasks of updating keys, there can be security concerns as the 
cloud servers are not completely trusted. So, a user’s signing process is 
split into two parts: one uses a private key connected to their identity 
(given by the KGC) and the other uses a short-term secret time key 
connected not only to their identity, but also to the current time (given 
by the ERS that updates it regularly). The ERS cannot forge a digital 
signature because it does not have the complete signing key. To revoke 
a user, the KGC just informs the ERS not to issue new short-term keys. 
Moreover, before uploading data to the cloud server, the data owner 
encrypts the data using encryption techniques. In the data access 
phase, the data user receives the encrypted data along with a digital 
signature, which ensures the origin of the data. The user also receives 
the public key corresponding to the secret time key that is used in the 
signature verification process before the data encryption process. The 
key contributions of the proposed scheme can be summarized below.

• The proposed scheme can manage revoked users by using identity-
based signatures, thus, providing access to only non-revoked or 
genuine users of the system. 

• In this scheme, all the revocation and key generation functionalities 
are delegated to an external revocation server. Thus, the overhead 
of the central system, i.e., the cloud server, is reduced.

• Here, the DO uses a secret time key to sign the data before 
uploading it to the cloud server, and the corresponding public 

key is used to verify the signature at the user’s end. This provides 
access control to the system as the secret time key is provided only 
to the authorized entities of the system. 

• Additionally, the user’s signing key is composed of two key 
components, namely the private key generated by the KGC and 
the short-term secret time key generated by the ERS. Therefore, 
neither KGC nor ERS can forge the signature as they do not have 
the complete signing key.  

The subsequent sections of this paper are organized as follows. The 
Related Work section presents a comprehensive overview of existing 
research works. Following this, the Problem Statement section 
discusses the system model and key definitions of the proposed work. 
The methodology of the proposed work is given in detail in Section 
IV. Subsequently, the Performance Analysis section discusses the 
outcomes derived from the proposed work. Finally, the Conclusion 
and Future Work section summarizes the main findings of this work 
and outlines future research directions.

II. Related Work

The related work in data sharing, access control, and user revocation 
management encompasses various approaches, including identity-
based signature systems, DNA encryption, and their integration for 
enhanced security.

Liu et al. [7] introduced a two-factor access control framework that 
incorporates user secret keys and security devices for accessing web-
based cloud services. While this framework focuses on access control, 
it supports multiple layers of authentication in securing data-sharing 
environments. Yang et al. [8] proposed a smart card framework for 
multimedia cloud usage, employing a Role-Based Access Control 
(RBAC) model for authentication and authorization. This work 
provides insights into the role of smart card technologies in securing 
data access. Jia et al. [9] proposed a method to outsource the user 
revocation process to the cloud server. Instead of an immediate 
revocation approach, this scheme uses a periodic time-key update 
approach for revocation. This scheme minimizes the communication 
and computation costs for the key generation process. Bai et al. 
[10] suggested a smart card authentication framework by using 
ECC, wherein a single smart card serves for accessing multiple 
applications. By incorporating the revocation technique of [11], Tsai 
et al. [12] introduced the first revocable IBS scheme. In this scheme, 
the authors partitioned the private key of each non revoked user into 
two separate keys. Here, the authors verified the security strength 
of this scheme using standard security models. Building upon this 
foundation, Hung et al. [13] proposed an enhanced RIBS scheme with 
increased security. Sun et al. [14] later introduced an efficient RIBS 
scheme without pairing operations, although no formal security proof 
was provided by this scheme. Wei et al. [15] suggested a forward-
secure RIBS scheme using the Complete Subtree (CS) method, where 
the KGC maintains a binary tree with each node representing a 
user. However, in the aforementioned RIBS schemes [12]-[15], the 
KGC not only issues the initial identity key for each registered user, 
but also periodically renews the time update keys for non-revoked 
users. This approach faces two challenges: (i) maintaining the KGC 
online poses security risks, and (ii) when the number of system 
users grows, the computational and communication overheads at 
the KGC increase rapidly. Consequently, the KGC can evolve into 
a security and performance bottleneck for the entire cryptosystem. 
Another Revocable Certificateless Public Key Encryption (RCL-
PKE) scheme proposed by Ma et al. [16] addresses critical issues 
of the existing RCL-PKC systems. The framework of this system 
consists of three main entities: Private Key Generator (PKG), Cloud 
Revocation Agents (CRAs), and users. The PKG generates system 
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parameters and distributes a secret master time key to each CRA. The 
PKG issues partial identity keys to users, while each CRA updates 
users’ time update key shares based on the revocation list. Users 
then generate their public keys using a secret value and system 
parameters. By outsourcing revocation functionality to the CRA, it 
reduces the overhead at the PKG and introduces a dependency on 
the CRAs. Moreover, the use of multiple CRAs increases complexity 
in management and raises concerns about the overall security and 
reliability of the system. Yang et al. [17] introduced another secure 
and efficient ID-based signature scheme for the Internet of Things 
(IoT) environment. Though this scheme outperforms many other 
existing RIBS schemes in terms of computational performance, it 
incurs comparatively more computational cost as it is based on 
pairing-based operations. These pairing-based operations are very 
expensive computationally as compared to ECC-based scaler-point 
multiplication operations. Both the schemes of [16] and [17] utilize 
pairing-based operations for internal mathematical foundations.  

In recent years, numerous schemes have been proposed by 
employing DNA computing to address security-related concerns, 
such as authentication, access control, encryption, and decryption. 
For instance, Adleman [18] introduced a DNA computing technique 
to efficiently solve the traveling salesman problem, showing the 
efficacy of DNA computing in solving this problem more efficiently 
than traditional methods. Sohal and Sharma [19] suggested a 
symmetric key cryptographic technique, namely Binary DNA 
(BDNA), that uses the concept of DNA sequences. BDNA employs 
a combination of DNA sequence, substitution cipher, and XOR 
operations to generate a secure and robust encryption key. Murugan 
and Thilagavathy [20] proposed a secure cloud storage model based 
on DNA computing and Morse code. Their approach involves 
storing encrypted data in a zigzag pattern to enhance data security. 
Addressing these limitations remains a significant challenge in 
the advancement of secure DNA-based computing applications 
[21], [22]. Apart from the above-mentioned schemes, many other 
schemes [23]-[30] present in the literature discuss efficient access 
control mechanisms for cloud computing environments. Yet, there is 
a need for further research to explore the potential of access control 
techniques for other security-related aspects in cloud computing 
environments [31]-[35]. Table I summarizes a few existing schemes 
along with their advantages and disadvantages.

III. Problem Statement

This section mainly represents the system model, design goals, and 
system definition of the proposed scheme in detail.

A. System Model
This work involves five different participants or entities: Key 

Generation Center, External Revocation Server, Data Owner (DO), 
Data User (DU), and Cloud Service Provider (CSP).

The key generation center plays a crucial role in setting up the 
system, verifying the identity of participants, and issuing key pairs. 
Upon an entity’s request to join the system, the KGC issues the 
required key pair components. The external revocation server issues 
and updates the users’ time update keys according to the Revoked 
User List (RUL). If a user is in the RUL, then, the ERS does not issue 
the secret time key for the user. A cloud service provider functions 
as a semi-trusted entity with significant storage and computation 
capabilities. It securely stores the encrypted data collected from DOs 
and manages access requests from data users. Data owners, including 
various application service providers, share data through the cloud. 
To ensure data confidentiality, these providers encrypt the shared 
data with a signature before uploading it to the cloud. The provider 
encrypts the data by using a DNA-based symmetric encryption 
algorithm as given in [36]. The provider generates a DNA-secret key 
and encrypts the requested data using the DNA-based symmetric 
encryption process. Data users can query the shared ciphertext from 
the cloud service provider. The workflow of the proposed model is 
shown in Fig. 1.

B. Design Goals
The main design goals of this work are presented below:

• Message Confidentiality: Data providers encrypt the shared 
data with a signature to ensure data confidentiality. If the user 
does not have a valid secret time key, which is updated periodically 
for each non-revoked user, then, the user cannot access the data.

• Access Control: By updating the secret time key and signing 
key of each non-revoked user, the proposed scheme restricts the 
revoked users from accessing the system resources.

• Reduced Workload: The proposed model outsources the key 
update process to an external server to reduce the workload of the 
key generation center.

C. System Definitions
The proposed scheme comprises nine algorithms, namely system 

initialization, registration, time key update, signature generation, 
data encryption, data storage phase, data access phase, signature 
verification, and data decryption, which are described below. The KGC 
maintains a RUL that contains the identities of revoked users and the 
RUL is updated periodically. All the symbols used in this work are 
described in Table II, as well as in the text.

 TABLE I. Summary of Existing Schemes

Scheme Advantage Disadvantage

Liu et al. [7] This scheme provides multi-factor access control and 
authentication for data-sharing environments.

It cannot prevent the revoked users from accessing the system.

Tsai et al. [12] It provides access control that solves user revocation problems. The communication overhead of the KGC increases as the KGC is 
kept online always. 

Hung et al. [13] Here, a revocable access control model is proposed with improved 
security strength.

Both computation and communication costs increase as the 
number of users present in the system increases. 

Yang and Lin [27] This scheme provides confidentiality and key management by 
using the RSA algorithm.

The long key size used in RSA reduces the efficiency of the system 
in terms of storage and communication costs. 

Qin et al. [28] It provides a certificateless signing scheme and solves the key 
escrow issue. Here, the computation at the user end is reduced.

Pairing-based operations of this scheme result in high 
computation overhead. Additionally, it does not address the user 
revocation issue.

Liao et al. [30] This scheme solves the issues of digital certificate management 
and key escrow using ECC-based operations.

It cannot revoke malicious users from the system.
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System_initialization {q→(C(q), PP, KGCmsk , mtk, KGCprk , KGCpbk)}: The 
KGC performs this System_initialization algorithm to set up the system 
initially by choosing a prime number q as the security parameter. The 
algorithm then generates all the necessary Public Parameters (PP), 
including an elliptic curve C(q) for the system, and the initial keys, 
such as KGCmsk , mtk, KGCprk and KGCpbk.

Registration {(ID, PP)→(prk, pbk)}: When an entity sends a registration 
request, the KGC performs this Registration algorithm by taking 
entity’s Identity (ID) and PP as inputs and generates private key (prk) 
and public key (pbk) of the entity. 

Time_Key_Update:{(PP, mtk, ID, Ti) → (SID, Ti)}: The ERS executes this 
algorithm to update the users’ secret time key and to generate user’s 
signing key (SID, Ti). 

Encryption {(DSK, PT) → CTSYMM}: The DO uses the Encryption  algorithm 
to encrypt the plaintext data (PT) file and generates CTSYMM by using 
DSK .

Sign_Generation {(PP, CTSYMM, DOprk, (TID, Ti)) → (m, s1, s2)}: The DO 
generates the signature (m, s1, s2) by using CTSYMM, DOprk , and (TID, Ti) 
as inputs. 

Data_Storage {(DUpbk , DSK)→(EKey, HCT)}: The ECC encryption is used by 
the DO to encrypt DSK using users’ DUpbk. This generates the encrypted 
secret key EKey and HCT . 

Data_Access {(REQ, DOID, DUID) → Encpt}: The CSP retrieves (Pt, Ti) from 
the request REQ. It encrypts (Pt, Ti) by using the users’ DUpbk and sends 
Encpt to the user.

Signature_Verification {((m, s1, s2), DOpub, PP) → (Accept/Reject)}: 
The user verifies the signature by using the Signature_Verification 
algorithm. The user takes signature (m, s1, s2), DO’s public key (DOpub), 
and PP as inputs and verifies the signature.

Decryption {(DSK, CTSYMM) → PT}: The DU performs the Decryption() by 
using DSK to decrypt CTSYMM and generates PT.

IV. Proposed Methodology

In the beginning, the KGC initializes the system by selecting all 
the necessary parameters of the proposed scheme. The registration 
process starts with the registration requests received by the KGC, 
which registers all the entities, including DOs and DUs. The KGC 
generates login credentials, private-public key pair, and other 
necessary elements for all registered users. Once they are registered, 
the entities can request the DO to access data of their interest. If the 
DU is authorized, the KGC sends the requested data file to the DU 
along with an identity-based signature. The entire process is divided 
into many phases which are discussed below in detail.
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Fig. 1. System model of the proposed scheme, including all the entities.

TABLE II. Symbols and Their Description

Description Symbol Description Symbol

KGC’s Master key KGCmsk DU’s private key DUprk

Secret time key at time Ti (TID, Ti) DO’s private key DOprk

Hash operation Hash() DO’s public key DOpbk

KGC’s private key KGCprk DU’s public key DUpbk

KGC’s public key KGCpbk Signature (m, s1, s2)
XOR operation + Hash operation h()
Login Details LD DNA secret key DSK

DU’s identity DUID DNA-encrypted ciphertext (CT) CTSYMM

DO’s identity DOID Data file PT
Master time key mtk Revoked and non-revoked User List RUL, nRUL
Encrypted key EKey Hash of CT HCT
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A. Phase 1: System Initialization 
During this phase, the central entity KGC sets up the system 

initially by choosing all the necessary parameters. The KGC generates 
its own master secret key, master time key, and private-public key pair. 
These keys are required to generate the necessary keys for DOs and 
DUs, when they register themselves. The CSP keeps its private key 
KGCmsk and mtk securely to maintain the system’s security. The KGC 
sends mtk to the ERS. Here, mtk is used to generate a secret time key 
for each non-revoked user. This phase focuses on the initial setup and 
key management aspects of the cloud security system. The steps of the 
system setup phase executed by the KGC are as follows:

Step 1: The KGC selects a security parameter q and generates all 
public parameters like the elliptic curve and the generator point P.

Step 2: In the second step, the master key KGCmsk and master time 
key mtk are randomly selected by the KGC.

Step 3: Then, the KGC selects the private key KGCprk and computes 
the corresponding public key KGCpbk = KGCprk · P.

Step 4: Finally, the KGC sends mtk to the ERS.

B. Phase 2: Registration
To initiate data transmission, any entity must first register with 

the KGC. This involves sending a registration request to the KGC 
containing the entity’s identity (for example, DID, i.e., ID of DU). Then, 
KGC creates a user profile and sends login details and public-private 
key pairs as the registration request reply. Once registered, the DU 
can request data from the DO and a secret time key from the ERS. By 
following the same procedure, a DO can also register itself with the 
KGC. The steps of the registration phase (for example, DU registration 
phase) are mentioned below.

To join the system, an entity sends a registration request to the KGC 
that includes the entity’s identity (e.g., DID, representing the identity of 
DU). The KGC, in turn, creates a user profile (DUID = h(DID + KGCmsk)) 
and inserts DUID into nRUL list. KGC sends public-private key pairs as 
a reply to the registration request. The same registration procedure 
applies, when the DO registers itself with the KGC. 

Step 1: In the first step, the entity selects a random nonce r.

Step 2: Here, the entity computes DUprk = DUID + r + KGCmsk and 
DUpbk = DUprk  * P for the data user DU.

Step 3: Then, it sends DUID and (DUprk, DUpbk) key pair to the DU.

Step 4: At last, the KGC sends the updated RUL and nRUL to the CSP.

By following the same procedure, the CSP also registers the data 
owners and provides DOprk and DOpbk key pair. 

C. Phase 3: Time Key Update
Once registered, the DU can request data from the DO, as well as 

the secret time key from the ERS. Each entity (i.e., data user) needs 
to request for secret time keys from the ERS before starting data 
access. Here, to upload or store data to the cloud server, the DO 
needs to obtain its secret time key. The DO uses this key to encrypt 
the symmetric encryption key. The DU uses this key to verify the 
signature and to decrypt the encrypted symmetric key. The time key 
update phase as shown in Algorithm 2 provides access control to 
the system by providing the secret time key only to the authorized 
entities of the system.

Upon receiving a user’s time key update request, the ERS first 
authenticates whether the user is a legal user by verifying its DUID, 
and extracts the DU’s real identity DID. Before issuing the keys, the 
ERS again initiates the verification process by checking if the user is 
present in the RUL. If the user is found in the RUL, the ERS denies the 
time key request. If the user is not listed in the RUL, the ERS executes 
the algorithm and creates a new secret time key (TID, Ti) for the 
user. This operation involves some input parameters, namely public 
parameters (PP), the master time key (mtk), the user’s identity (DUID), 
and the current time (Ti)). The user’s signing key (SID, Ti) is composed 
of two components: SID, Ti = (DUprk and TID, Ti). Upon receiving an 
update request from a user DUID at the time Ti, the ERS executes the 
algorithm as follows for the user:

Step 1: The ERS verifies DUID by checking if DUID  == h (DID + KGCmsk).

Step 2: Then, it verifies if the user is a valid user by checking  
DUID ∈ RUL.

Step 3: In the third step, the ERS computes h(DUID).

Step 4: Here, the ERS computes (TID, Ti) = mtk · h (DUID) · Ti 

Algorithm 1: Registration

Input: DID

Output: DUID, RUL, private key, and public key

1.   Start

2.      If DID ≠ Registered entity

3.               Compute DUID = h(DID + KGCmsk)
4.               Insert DUID into nRUL 

5.      Else

6.   Decline request 

7.      If DUID ∈ nRUL
8.  Select r 

9.  Compute DUprk = DUID + r + KGCmsk 
10.  Compute DUpbk = DUprk * P 

11.    Else

12.   Invalid user 

13.    Send DUID private-public key pair to the user

14.    Sends updated nRUL to the CSP

15. Stop

Algorithm 2: Generate time key

Input: DUID, PP, mtk, Ti

Output: (SID, Ti)

1. Start

2.      Verify DUID

3.      Compute DUID = h(DID + KGCmsk)

4.      If DUID == DUID

5.               Check if DUID ∈ RUL

6.               Compute h(DUID)

7.               Compute (TID, Ti) = mtk ∙ h (DUID) ∙ Ti 

8.               Compute Pt = (TID, Ti) * P

9.               Generate (SID, Ti) = {DUprk , (TID, Ti)}

10.             Sends (SID, Ti) and Pt to the user   

11.    Else

12.             Invalid user

14. Stop
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Step 5: In the fifth step, the public key (Pt) corresponding to the 
secret time key (TID, Ti) is computed as Pt = (TID, Ti) * P. 

Step 6: In the sixth step, the ERS generates the user’s signing key 
as (SID, Ti) = (DUprk and (TID, Ti)).

Step 7: Finally, the ERS sends(SID, Ti) and Pt to the user.

D. Phase 4: Signature Generation 
To sign a message CTSYMM, the signer (i.e., DO) runs this algorithm 

with the inputs PP, CTSYMM, DOprk, and {TID, Ti}, and outputs the signature 
(m, s1, s2). At first, to sign a message CTSYMM, the DO computes the hash 
of CTSYMM and selects an integer k from the interval (1, r − 1). The 
further steps of the signature generation phase (for example, DO’s 
signature generation for message CTSYMM) are as follows: 

Step 1: In the first step, the DO generates a random number k.

Step 2: Here, the DO computes the hash of CTSYMM = h (CTSYMM).

Step 3: In this step, the DO computes m = (k × P)x mod r, where  
(k × P)x is the x coordinate of the point k × P.

Step 4: Here, s1 = k -1 (h (CTSYMM) + DOprk * m) mod r is computed.

Step 5: In the last step, the DO computes s2 as

s2 = k -1 (h (CTSYMM) + (TID, Ti) * m) mod r, where (TID, Ti) is the 
DO’s secret time key.

Step 6: The combined signature is (m, s1, s2).

E. Phase 5: Data Encryption 
Here, the requested data file is encrypted by the DO by using the 

symmetric encryption algorithm used in [36]. The DO generates a DNA 
secret key DSK. It encrypts the requested data PT using a symmetric 
encryption process and the DSK to generate the ciphertext CTSYMM. Then, 
it sends CTSYMM and DSK for further process, i.e., Data Storage Phase.

F. Phase 6: Data Storage
In this phase, the DO encrypts DSK and generates encrypted key EKey 

using the ECC encryption algorithm before outsourcing the complete 

encrypted data {CTSYMM, EKey, (m, s1, s2)}} to the CSP for sharing. To 
encrypt a message, e.g., DSK, the DO selects a secret nonce n and 
encrypts it by using DUpbk. It also includes the signature (m, s1, s2 ) 
corresponding to the CTSYMM, which provides the authenticity and 
integrity of the ciphertext. The detailed steps are shown below:

Step 1: The DO generates a random nonce n.

Step 2: In the second step, the DO computes EKey = EncptECC (DUpbk, 
DSK) = [(n · P), (DSK + n · DUpbk + Pt, Ti)].

Step 3: Here, the computes HCT = h(CTSYMM, EKey).

Step 4: In the fourth step, CTSYMM, EKey , and HCT are combined.

Step 5: Finally, the DO uploads {CTSYMM, EKey , HCT, (m, s1, s2)} to the 
CSP

G. Phase 7: Data Access 
During the data access phase, the DU tries to access the received 

data {CTSYMM, EKey , HCT , (m, s1, s2)} from the CSP. However, to perform the 
signature verification and data decryption, the DU requires the DO’s 
public key component related to its secret time key, which is embedded 
into s2 component of the signature. Therefore, the DU can perform the 
signature verification and data decryption processes only after getting 
(Pt, Ti) from the CSP. When a DU sends a data access request to the CSP, 
the CSP verifies the DU’s authenticity before providing the DO’s public 
key component related to its secret time key (Pt, Ti) to the user. Here, 
the CSP searches for the DOID in the CSP’s authorized user list. Then, 
the CSP searches the (Pt, Ti) in the CSP’s list (CSPList) and provides the 
(Pt, Ti) in the encrypted form to the requested DU. Otherwise, the CSP 
shows an invalid user. The detailed steps are shown below:

Step 1: At first, the DU sends a request {REQ, DOID , DUID} to the CSP.

Step 2: The CSP verifies DUID’s authenticity.

Step 3: Here, (Pt, Ti) is retrieved by the CSP using Algorithm 3. 

Step 4: In this step, the CSP computes Encpt =EncECC (DUpbk, (Pt, Ti). 

Step 5: The CSP sends Encpt to the DU

Step 6: Then, the DU computes (Pt, Ti) = (Encpt ) .

Step 5: Finally, the DU sends (Pt, Ti) for the sign verification 
process.

H. Phase 8: Signature Verification
To authenticate a signature (m, s1, s2) associated with the message  

CTSYMM corresponding to the DO’s identity DOID and time period Ti, the 
verifying entity, i.e., the DU executes this algorithm. It produces an 
outcome of “Accept” or “Reject” based on the validity of the provided 
signature. This algorithm takes signature (m, s1, s2), DO’s public key 
(DOpub ), and PP as inputs to generate output as “Accept” or “Reject”. 
The steps to verify a signature (m, s1, s2) for a message {CTSYMM} are as 
follows:

Step 1: In the first step, the DU computes the hash of CTSYMM = h 
(CTSYMM ) = e.

Step 2: Then, m is checked by the DU regarding its validity to be an 
x-coordinate on the curve.

Step 3: In the third step, the DU computes w = s1
-1 mod r

Step 4: Then, the DU computes u1 = (e  × w) mod r and u2 = (r  × w) 
mod r.

Step 5: In the fifth step, the DU computes (x1, y1) = u1 × P +  
u2 × DOpbk .

Step 6: Then, it computes (x2, y2) = u1 × G + u2 (Pt , Ti) .

Algorithm 3: Search time key from the CSPList

Input: DOID, DUID

Output: Encpt

1.  Start

2.      Verify DUID

3.      If DUID ∈ Authorized user’s list

4.               Goto step 7

5.      Else

6.               Stop

7.      for i = 1 to U
8.               If DOID ∈ Authorized user’s list

9.                    Search DO within CSPList

10.        Retrieve DO’s (Pt, Ti)
11.                  Computes Encpt = EncECC (DUpbk, (Pt, Ti))
12.                  Sends Encpt to the DU
11.             Else

12.        Invalid user

13.    End for

14. Stop
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Step 7: In the final step, the DU verifies that m ≡ x1 mod  r and  
m ≡ x2 mod  r. If the conditions hold, the signature is valid, and the 
algorithm outputs “Accept”.

I. Phase 9: Data Decryption 
Here, the user verifies the signature using Phase 8 (Signature 

Verification). If the received signature matches the derived signature, 
the decryption process starts. At first, the user decrypts the EKey by 
using his/her own private key. Then, the user decrypts CTSYMM using 
the corresponding decryption process mentioned in [36]. Here, the 
user performs the Decryption Algorithm by using the symmetric 
key DSK generated from the EKey. The data decryption process of the 
proposed scheme has three steps which are represented below:   

Step 1: The user first computes DCpt (EKey, DUprk).

Step 2: In the second step, DSK is computed as DSK = Dcpt (EncptECC 
(Dupbk , DSK)) = (DSK + n. Dupbk + Pt, Ti) − (n. P. Dupbk + Pt, Ti) = DSK

Step 3: Finally, the DU computes Dcpt (EncptECC· (DSK, CTSYMM)) = PT

V. Performance Analysis

This section validates the performance of the proposed scheme by 
giving the experimental environment and results and discussion.

A. Experimental Environment
The performance evaluation of the proposed scheme is conducted 

by using a cloud simulation environment developed using CloudSim 
3.0.3. The experiments are executed on an HP Pro 200 G4 PC with 
the following specifications: Intel Core i5-10210U processor, Windows 
10 Operating System, 8 GB RAM, and 2 TB HDD. Furthermore, the 
simulation tool, i.e., CloudSim, is configured with Apache Commons 
Math 3.6.1, and the HP Pro 200 G4 PC is equipped with Java version 
8 for seamless compatibility and execution. Here, fifty data centers 
are considered to develop a cloud computing environment, which is 
heterogeneous. In this heterogeneous cloud environment, there are 
5000 physical nodes, 4 GB memory capacity, 1 GB/s bandwidth, and 
four types (1. 3000 MIPS, 3 GB, 2. 4000 MIPS, 4 GB, 3. 5000 MIPS, 5 GB, 
and 4. 6000 MIPS, 6 GB) of VMs are considered.

B. Results and Discussion
In this subsection, a performance evaluation of the proposed scheme 

is presented by mainly focusing on computation cost. The proposed 
scheme is compared to some RIBS schemes proposed by Jia et al. [9], 
Tsai et al. [12], and Hung et al. [13]. The comparison among schemes is 
performed by considering computation costs for initial key extraction 
(registration and key generation in the case of the proposed scheme), 
time key update, signature generation, and signature verification.

Apart from these, a few other parameters like execution time for 
registration, time-key generation, and searching algorithms are also 
considered to analyze the performance of the proposed scheme. 
A number of experiments have been carried out to evaluate the 
performance of the proposed approach in comparison to other existing 
techniques. The experiments involve calculating the execution time for 
registration and searching operations for different numbers of users, 

ranging from 1 to 70 users as shown in Figures 3-5. Each experiment 
is repeated 20 times in different scenarios like for varying numbers of 
users and the average value is calculated to obtain accurate results. 
The experiments are repeated 20 times to check the stability of the 
results across repetitions. The performance metrics showed consistent 
behavior during these repetitions. 
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Fig. 2.  Execution time (ms) in Initial Key Extraction (IKE), Time Key Update 
(TKU), Sign Generation (SG), and Sign Verification (SV).

To analyze the computational cost, a few operations, namely Tsm, 
Thash, Te, and Tbl as described in Table III are considered. As shown in 
Table IV, for the computation cost in the initial key extraction, both 
Tsai et al. [12] and Hung et al. [13] schemes require 3Tsm(5.91ms), 
while Jia et al. [9] protocol requires Tsm + Thash (7.071ms). The proposed 
protocol requires Tsm (1.970ms) in this process.  Regarding the time key 
update, Jia et al. [9] scheme requires Tsm + Thash (7.071ms), the schemes 
of Tsai et al. [12] and Hung et al. [13] need 3Tsm (5.91ms), while the 
proposed protocol requires Tsm + Thash (7.071ms). In the signing process, 
the scheme of Tsai et al. [28] requires 4Tsm (7.88ms), the scheme of 
Hung et al. [13] needs 5Tsm (9.85ms), and Jia et al. [9] scheme requires 
only 2Tsm (3.94ms). However, the proposed protocol requires 2 Tsm + 
Thash (9.041 ms), which is a little more than the schemes of Tsai et al. 
[28] and Jia et al. [9]. For the verification process, although Jia et al. 
[6] scheme involves evaluating three bilinear maps for each signature, 
some of them can be pre-computed. Therefore, Jia et al. [9] scheme 
requires 3Tbl+ 2Te (16.472ms), while Tsai et al. [12] scheme requires 
4Tbl(21.1ms), and Hung et al. [13] scheme requires 4Tbl + Te (21.431ms). 
Here, the proposed protocol requires 2Tsm + Thash (9.041 ms) to verify 
the signature.

TABLE III. Execution Time of Cryptographic Operations Used in the 
Proposed Scheme

Operation 
Notation

Description Time Cost 
(ms)

Tsm Time cost of scalar multiplication 1.970

Thash Time cost of hash function 5.101

Te Time cost of exponential operation 0.331

Tbl Time cost of bilinear pairing operation 5.270

TABLE IV. Number of Cryptographic Operations Used in the Proposed Scheme

Schemes Initial Key Extraction Time Key Update Sign Generation Sign Verification

Jia et al. [9] Tsm + Thash Tsm + Thash 2Tsm 3Tbl + 2Te

Tsai et al. [12] 3Tsm 3Tsm 4Tsm 4Tbl 

Hung et al. [13] 3Tsm 3Tsm 5Tsm 4Tbl + Te

Proposed Tsm Tsm + Thash 2Tsm + Thash 2Tsm + Thash
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The execution time of all phases is presented in graphical form in 
Fig. 2. In this figure, the schemes of Tsai et al. [12], Hung et al. [13], and 
Jia et al. [9] are represented by the names Provably Secure Revocable 
ID-Based Signature (PSRIS), Strongly Secure Revocable System (SSRS), 
and Efficient Cloud Revocation Server (ECRS), respectively. Here, the 
proposed scheme (in Fig. 2) takes comparatively slightly more time 
in the sign generation and verification processes. It is crucial to note 
that the proposed scheme generates two separate signatures, which 
are combined to get the actual signature. Significantly, the proposed 
scheme minimizes the impact on overall performance.

The execution time for registration refers to the total time required 
to complete the registration algorithm. Fig. 3 illustrates that the 
proposed approach is more efficient in terms of registration time, 
when compared to the existing schemes, specifically PSRIS, SSRS, and 
ECRS. The proposed scheme employs only one point multiplication in 
the entire registration and key generation processes, resulting in a less 
time-consuming process than the existing schemes. In contrast, PSRIS 
and SSRS use three point multiplication operations, while ECRS uses 
one hash operation and one point multiplication in the registration 
process. Overall, the proposed scheme supports low data encryption 
time compared to the existing works. 
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Fig. 3.  Execution time for the registration process.

Fig. 4 shows the time to generate a time key for the user. In this 
phase, PSRIS and SSRS schemes take almost the same time to generate 
the time key. The proposed scheme and ECRS also take almost the 
same amount of time in the time key update phase, which is more 
than that of PSRIS and SSRS. This is because the proposed scheme uses 
the hash of the user’s identity, i.e., DUID , to generate the time key that 
results in a higher execution time.
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Fig. 4.  Time-key generation time.
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Fig. 5.  Key searching time.

The next experiment is performed to compare the time for searching 
the secret time key (Pt , Ti) from the CSP. From Fig. 5, it can be seen that 
the proposed scheme has better performance than the other existing 
schemes, namely PSRIS, SSRS, and ECRS. In the proposed scheme, the 
CSP searches for the specified DO’s public key related to its time key 
(Pt , Ti) in the CSPList, whenever the CSP receives an access request from 
the DU. In the CSPList, (Pt , Ti) is stored along with the DO’s identity, 
i.e., DOID. Therefore, the CSP searches for DO’s (Pt , Ti) by using his/
her DOID that reduces search time in the proposed scheme. However, 
as the number of users with access requests increases in the system, 
the search time also increases, resulting in a linearly increasing graph 
in Fig. 5. In the existing schemes, the keys are stored and accessed 
by using a different approach, which takes more time as compared to 
the proposed scheme to search the keys. Thus, the proposed scheme 
facilitates faster access times, establishing its practicality for real-
world applications.

VI. Conclusions and Future Work

This work has addressed critical aspects of secure data sharing, 
access control, and user revocation management by incorporating 
ECC-based techniques alongside identity-based signature systems. 
This scheme also uses DNA-based cryptography for symmetric 
key generation and encryption. The proposed scheme introduced a 
novel approach by delegating revocation functionality to an external 
revocation server, which generates a short-time secret time key that is 
used in the signature generation process of non-revoked users. Here, 
a user’s signing key is generated by using two secret components: a 
long-term private key and a short-term secret time. This allows only 
authorized users to access the system resources. Additionally, the key 
generation center can efficiently revoke a user by just instructing the 
ERS not to issue a new short-term key. Moreover, in the proposed 
scheme, before uploading data to the cloud server, the data owner 
encrypts the data using ECC and symmetric encryption techniques. 
The experimental results show that the proposed scheme outperforms 
some existing schemes. Currently, this work can provide efficient 
access control by limiting access to only non-revoked system users. 
An extension of this work can be done by providing a mechanism to 
authenticate system entities before initiating data transmission.
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