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Abstract

Automating decision systems has led to hidden biases in the use of artificial intelligence (AI). Consequently, 
explaining these decisions and identifying responsibilities has become a challenge. As a result, a new field of 
research on algorithmic fairness has emerged. In this area, detecting biases and mitigating them is essential to 
ensure fair and discrimination-free decisions. This paper contributes with: (1) a categorization of biases and 
how these are associated with different phases of an AI model’s development (including the data-generation 
phase); (2) a revision of fairness metrics to audit the data and AI models trained with them (considering 
agnostic models when focusing on fairness); and, (3) a novel taxonomy of the procedures to mitigate biases 
in the different phases of an AI model’s development (pre-processing, training, and post-processing) with the 
addition of transversal actions that help to produce fairer models.

DOI:  10.9781/ijimai.2023.11.001

A Review of Bias and Fairness in Artificial Intelligence
Rubén González-Sendino1, Emilio Serrano1, Javier Bajo1, Paulo Novais2 *

1 Ontology Engineering Group, Departamento de Inteligencia Artificial, ETSI Informáticos, Universidad Politécnica de Madrid, 
28660 Madrid (Spain)
2 ALGORITMI Research Centre/LASI, University of Minho, Braga (Portugal)

* Corresponding author: ruben.gonzalez.sendino@alumnos.upm.es (R. González-Sendino), emilio.serrano@upm.es (E. Serrano), 

jbajo@fi.upm.es (J. Bajo), pjon@di.uminho.pt (P. Novais).

Received 16 September 2022 | Accepted 29 September 2023 | Published 10 November 2023 

I. Introduction

The evolution of artificial intelligence (AI) has allowed humans 
to be heavily supported in the decision-making process of some 

application domains [1]. The high degree of independence that AI 
is capable of exhibiting can be problematic [2], [3], especially when 
humans are not in the loop [4]–[6]. Automatization of decisions can 
come at the cost of amplifying bias and creating feedback loops [7], 
[8]. One of the main reasons AI can produce unfair results is due to the 
data with which it has been trained [9].

Although the concept of bias is broad, this paper adheres to the 
following definition: “the systematic tendency in a model to favor one 
demographic group/individual over another, which can be mitigated 
but may well lead to unfairness” [9], [10]. Therefore, the next definition 
needed to understand the problem this paper studies is Fairness, which is 
defined as: “ the absence of prejudice or favoritism towards an individual 
or a group based on its inherent or acquired characteristics” [9].

In the AI scope, incorrect predictions do not necessarily indicate 
that the model is unfair if its development was correct [11]. An unfair 
model is one whose decisions are biased toward a particular group of 
people. Moreover, biases cannot always be avoided. Thus, techniques 
must be used to mitigate their consequences, which aim to increase 
equality in the results. Data and models can be audited with fairness 
metrics, which are used to measure fairness between two groups or 
similar individuals. Furthermore, the categorization of methods for 
bias and unfairness mitigation depends on the phase of the AI model’s 

development in which they are used. These phases are typically pre-
training, training, and post-training.

This paper contributes with a systematic review of bias and fairness 
in artificial intelligence. The purpose of a systematic review is to 
provide a comprehensive summary of the literature available which is 
relevant to several research questions. The three questions addressed 
in this paper are: (1) What bias affects fairness?; (2) What are the 
metrics to measure fairness?; and, (3) How are biases mitigated? 
Beyond this systematic review and the taxonomy mentioned, the final 
goal of this paper is to help developers and researchers identify new 
biases and create fairer AI models.

This systematic review differs from others by addressing the three 
essential questions together. Previous systematic reviews have focused 
primarily on measurement and mitigation, complete systematic 
reviews on these fields are [12]–[14]. However, this review expands 
upon these works by including tools for auditing algorithms (Section 
VI) and guidelines for fair governance (Section VII). The bias affecting 
AI learning has been discussed in various papers, enumerating the 
different types or relating with recommender or scoring algorithms 
[9], [15], [16]. In this review, the bias has been organized into four 
general categories that apply to any type of AI system.

The content of the paper is organized as follows. Section II gives the 
background and motivation of the paper. Section III details the search 
criteria for the systematic review. Section IV shows the works retrieved 
for review. Then sections V, VI and VII respectively offer answers to the 
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three research questions considered. In the context of the third research 
question (“How are biases mitigated?”), a taxonomy of the procedures 
to mitigate biases in the different phases of an AI model’s development 
is presented. To finalize, Section VIII discusses the results and Section 
IX concludes and gives an overview of future work.

II. Background

The use of ML-based decision-making algorithms in organizations 
is increasing rapidly [17]. These algorithms may generate results that 
reflect, reproduce, and amplify structural inequalities. The results 
can be the product of unjust goals rooted in racist, sexist, hetero-
normative, nationalist, or colonialist priorities [18].

These algorithms are becoming increasingly complex and deep 
neural networks (DNN) play an indispensable role in most AI-assisted 
tasks. These systems are “black boxes” due to the lack of transparency 
and explainability they exhibit. Therefore, DNNs can hide potential 
biases and present unexpected vulnerabilities [19], [20].

Due to previous problems, Explainable Artificial Intelligence (XAI) 
is becoming more necessary every day. Among others, XAI covers 
understandability, comprehensibility, interpretability, explainability, 
and transparency. These dimensions of XAI are essential to support 
and understand when discrimination occurs (explainability [21]–[24], 
interpretability [6], [25], [26] and transparency [1], [11], [20], [27]). 
XAI topics encourage responsible AI that considers fairness, privacy, 
accountability, ethics, transparency, security, and safety) [28].

Governments are focusing on explaining the decisions of 
autonomous systems to users. In Europe, new regulations give 
European citizens the right to have basic knowledge of the inner 
workings of automated decision-making models and to question their 
results [12], [29]. In Spain, there exists a similar law (BOE-A-2021-7840). 
This rule encourages the auditing of decisions made by an automated 
system. Since 2021, companies have had to inform their employers 
about the parameters, rules, and instructions that influence the 
algorithm’s decisions.

There have been different incidents in which algorithms have 
produced unfair results. For example, the United Kingdom used an 
algorithm to infer the Advanced Level exam results for those students 
who could not take their tests1. In doing so, the algorithm considered 
the background of the students, their partners, or the school they 
attended. This resulted in disadvantaged ethnic minorities and people 
from poorer or disadvantaged backgrounds.

In the past, humans were discriminated against due to stereotypes, 
prejudice, or unintentional bias [30]. However, algorithms do not 
discriminate because they do not have the mental capacity to do so. In 
many cases, the problem is that human biases are transferred to the model 
by training data. The bias in a dataset can easily lead to an erroneous or 
discriminatory conclusion [31]. However, biases in AI algorithms can 
result not only because of issues with the training data but also from 
how algorithms learn over time and are used in practice [32].

1  https://bit.ly/3dbxdbu

Fig. 1 shows how biases are transformed into discrimination. Biases 
can be inherited (and later perpetuated) or introduced (and then 
exacerbated). The inherited bias perpetuates the existing inequality in the 
data structure [33]. Furthermore, bias can be introduced by assumptions 
in model implementation that exacerbates discrimination [34], [35]. The 
discrimination produced can be direct (disparate treatment) or indirect 
(disparate impact) [36]. Direct discrimination occurs when individuals 
receive less favorable treatment based on protected attributes such as 
sex, religion, or nationality [8]. Indirect discrimination occurs when 
people receive treatment based on inadequate factors. These factors are 
generally related to protected attributes [8]. Disparate impact is defined 
as a neutral rule that applies to everyone. However, the effect is more 
harmful to some people than to others [7].

Note that bias is subjective and related to the task. The healthcare 
results are not discriminatory if the diagnosis is based on sex-
specific symptoms. However, the results of a hiring process could be 
discriminatory if it is sex-biased [7]. Note also that the problem of 
unfairness does not have to be addressed by necessarily reducing the 
use of AI. Sometimes, AI has been perceived as fairer than a human 
expert in the context of health and justice decisions [37]. AI decisions 
are made based on knowledge, unlike human decisions, which can be 
based on feelings.

To address bias, unfairness, and discrimination; AI must be audited 
following a procedure that involves: (1) the identification of potential 
biases that can affect fairness; (2) the selection of metrics to measure 
how fair AI is being; (3) and, the mitigation of the impact produced by 
these biases [32], [38], [39]. This paper conducts a systematic review of 
the state of the art with respect to these three key aspects.

III. Search Criteria for the Systematic Review

The main objective of this systematic review is to understand 
and analyze the fairness and bias in AI algorithms. To obtain a more 
detailed and comprehensive view of the field, the review examines the 
following three research questions (RQs):

• RQ1. What bias affects fairness?

• RQ2. What are the metrics to measure fairness?

• RQ3. How can biases be mitigated?

To strengthen the validity of the review, inclusion criteria (IC) 
for the studies included in this systematic review have been applied. 
These criteria and their justification are presented below.

• IC1. Studies must be peer-reviewed articles published in 
conferences, journals, press, etc.

• IC2. Studies must be conducted primarily in English.
• IC3. Studies must have been published since 2010.
• IC4. The abstract, introduction, and conclusion provide enough 

information.
• IC5. Studies that address the concept of fairness in artificial 

intelligence algorithms.
• IC6. Studies that provide enough information about bias as a 

product of unfairness.

DATA BIAS
UNFAIR

ALGORITHMS

PRODUCE
DISCRIMINATION

PRODUCE

INDIVIDUAL GROUP DIRECT INDIRECTINHERITS INTRODUCE

Feedback loop

Fig. 1. Transformation of the bias in discriminatory results.
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This systematic review seeks research on artificial intelligence that 
studies the unfair results produced by bias. The search queries are 
considered as a base including the terms: fairness, artificial intelligence, 
machine learning, and bias. Furthermore, the terms FAT (fairness, 
accountability, and transparency) and FATE (fairness, accountability, 
transparency, and explainability) are considered relevant to find 
related research. XAI and responsible AI are excluded because these 
topics are considered transversal to the research questions studied and 
therefore can include noise in the systematic review.

The systematic review focuses on the latest biases, metrics, and 
mitigation techniques. For this reason, the search query applies a filter 
by date; only articles published since 2010 will be considered. The 
scientific libraries used for the collection of articles will be Science 
Direct, Scopus, and IEEE.

The search query (SQ) will be applied only to: the title, abstract or 
author-specified keywords.

• SQ1 is ((‘artificial intelligence’ or ‘machine learning’) and (‘fair’ or 
‘fat’ or ‘fate’ or ‘bias’ or ‘fairness’ or ‘unfair’)).

• SQ2 is ((‘artificial intelligence’ or ‘machine learning’) and (‘fair’ or 
‘fat’ or ‘fate’ or ‘fairness’ or ‘unfair’)).

• SQ3 is (‘artificial intelligence’ or ‘machine learning’) and (‘fair’ or 
‘fat’ or ‘fate’ or ‘fairness’ or ‘unfair’) and (‘bias’).

The three queries are used to filter from a complete set to a subset 
that collects the desired papers SQ1 ⊃ SQ2 ⊃ SQ3. The articles filtered 
by SQ3 contain both topics: fairness and bias. This requirement reduces 
the noise caused by the broadness of the concept of bias.

IV. Retrieved Works for the Systematic Review

The three search queries used to find related research produce 
distinct results in terms of quantity. Fig. 2 shows the number of results 
for each search.

SQ1 returned thousands of studies, most of them related to an 
unbalanced dataset without linking it with fairness. A large number 
of the SQ2 results talked about fairness in algorithms, as a top-level 
definition without diving deep into the topic. Finally, SQ3 is the search 
query used to filter and read information related to fairness and bias 
for machine learning algorithms.

Note that the solution to bias could be similar to the solution to 
having unbalanced data. However, in the latter scenario, the purpose is 
to improve the accuracy of the model while in the former the objective 
is to reduce unfairness. Several studies tried to find a trade-off between 
accuracy and fairness.

Fig. 2 shows a flow chart with the filters applied to reduce the 
number of papers included in this systematic review. After applying 
the search queries and the inclusion criteria, the number of research 
works considered is 101.

Fig. 3 shows that the number of publications related to this research 
is growing significantly and has gained relevance in the last five years. 
For this reason, having skipped papers before 2010 does not seem to 
be a problem.

Research can be grouped into three main categories: fields in which 
there is a concern with bias; algorithms in which the fairness metrics 
are trying to be mitigated; and theoretical studies about bias and its 
mitigation. The fields help to understand where researchers face 
unfairness, thus discovering why biases affect the fields. Additionally, 
understanding the deficiencies of the learning algorithm could help to 
understand the complexity of obtaining a fair output.

Table I shows the fields and algorithms most popular in this review. 
Health is the most relevant field in which research seeks equity. The 
next most crucial field is recruitment and education. This focus of the 
studies is understandable because of the importance of decisions in 
these fields. Table I also details the main algorithms used in the retrieved 
works in the specialized literature. Neural networks are the most 
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(n = 12)

IEEE: 575 SCIENCEDIRECT: 372
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Fig. 2. PRISMA flow diagram depicting the flow of information through the different phases of the systematic review.
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TABLE I. Important Field and Algorithms Where Some Studies Are Centered

widespread learning paradigm. The use of these networks is generally: 
decision-making, recommendation, scoring, or classification.
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Fig. 3. Graph showing the evolution of publications related to bias and 
unfairness in artificial intelligence algorithms.

There are publications that address the topics of fairness and 
bias from a theoretical and transversal perspective in artificial 
intelligence. The majority of these papers talked about mitigation 
techniques [12]–[14], [22], [23],[73]–[76], additionally the topics of 
fairness metrics [22],[23], [29], [74], [76] and types of bias [15], [16], 
[73],[77], [78] are covered.

V. RQ1: What Bias Affects Fairness?

This section provides an overview of the biases that affect fairness. 
Fig. 4 shows the four phases in which the biases can be grouped. The 
groups to identify biases are linked to the model life cycle: production 
(human) bias, data bias, learning bias, and deployment bias.

The relevant consequence of biases is discrimination, reflected in 
the tendency to favor one individual or group over another [10]. Fig. 
1 illustrates the transformation of bias into discrimination using an 
unfair model.

A. Human Bias
Human beings are the main factor that produces bias. For this 

reason, the production bias group in Fig. 4 is called human bias. 
Human-made decisions that are reflected in the data or in the 
model. Therefore, eliminating bias in machine learning and Artificial 
Intelligence without addressing the pressing concerns about bias in 
humans is not possible [76].

The human bias group in Fig. 4 collects how biased data are 
generated. Human decisions can lead to unfairness in a number of 
steps in AI development discussed below: data management, learning, 
and model deployment. These steps will be compiled in the other 
groups. Human biases are divided into two main subgroups: cognitive 
bias, and behavioral bias. Note that the information is susceptible to 
variation over time, producing temporal bias [77].

• Cognitive bias is a deeply ingrained part of human decision 
making [73], which transfers prejudices to labels [79]. Machine 
learning algorithms use human judgments as training data, so they 
propagate these biases. This historical bias arises even when the 
data is perfectly measured and sampled, for example, reinforcing 
a stereotype [7].

• Behavior bias produces distortions from reality or other 
applications according to user connections, activities, or 
interactions [9]. Furthermore, unconscious bias could be produced 
by content creation, because the way a child or an adult expresses 
themselves is different, in the same way as if you compare by sex 
or race [61]. Content creation bias is also produced when users 
are guided by norms or functionalities [9], and sometimes these 
interactions are led by an AI system [32]. Bias production in the 
future will be affected by unfair systems, generating new data to 
be used in future learning [9].

Field Nº
Health [10], [19], [32], [40]–[46] 10

Education [9], [20], [47], [48] 4

Recruitment [17], [49], [50] 3

Travel [33] 1

Manufacturing [2] 1

Laws [1] 1

Public service [51] 1

Rent house [38] 1

Field Nº
Deep Neural Networks [33],[34], [52]–[55] 5

Ambient intelligence [56]–[60] 5

NLP [7], [61]–[63] 4

Computer Vision [31], [64],[65] 3

GAN [66], [67] 2

Decentralizing Learning [68], [69] 2

Support Vector Machine [70], [71] 2

Decision tree [20], [72] 2

Adaptive models [32] 1

XGBoost [22] 1

HUMAN BIAS

DEPLOYMENT BIAS

DATA BIAS

LEARNING BIAS

- COGNITIVE  
- HISTORICAL  
- CONTENT PRODUCTION  

- DEPLOYMENT  
- FEEDBACK LOOP  

- SAMPLE DATA  
- FEATURES  

- EVALUATION  
- AGGREGATION  

Fig. 4. An overview of bias impacting fairness.
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B. Data Bias
Data bias focuses on the factors that induce a biased dataset. The 

main tasks where data bias may occur are acquisition, querying, 
filtering, transforming, and cleaning [9].

Data bias is generally a distortion in sampled data that compromises 
its representatives [15], [41]. In other words, sample bias is produced 
when the train and test data do not represent or under-represent 
a population segment. Therefore, modelers play a critical role in 
producing data bias by including or discarding data [35], and even 
labeling the data [9].

The representation is not the only problem related to the data. 
Features could reflect discrimination by sensitive attributes: race, 
sex, age, socio-economic data, education, neighborhood, etc. These 
features are generally not legitimate for decision-making [80]. Typical 
sensitive variables are those collected by the General Data Protection 
Regulation (GDPR).

Fairness is not only attributable to protected attributes. Proxy 
attributes can be exploited to derive sensitive features [14]. Generally, 
protected characteristics and targets are highly correlated, resulting 
in good accuracy at the cost of diminishing fairness metrics [33]. The 
correlation applied as causality could lead to bias [9].

C. Learning Bias
Learning biases are produced in model training. This step is 

compounded by the difficulties of understanding and explaining the 
results. Typically, models learn a correct statistical pattern in favor of 
the majority over minorities [15], [33], leading to aggregation bias that 
amplifies the disparities between different examples in data samples 
[7]. At this point, the model that learns from generated experience, 
such as reinforcement learning, could become biased over time [32].

The performance of the model should be evaluated after each 
training loop. Evaluation bias occurs when the selected metrics are not 
appropriate, for example, the use of general vs. subgroup accuracy [77], 
and when the representation in the test data does not reflect reality.

D. Deployment Bias
Deployment bias may occur in the deployment and use of the model. 

The algorithm makes decisions based on patterns learned from the data. 
Therefore, the deployment of a model in a different scenario with respect 
to data could lead to unfair results [10]. Feedback loop is the result of the 
introduction of a new discriminatory decision in the data [16].

VI. RQ2: What Are the Metrics to Measure Fairness?

This section collects approaches to measure fairness. Measurement 
of fairness gives a quantification of the problem for further mitigation. 
Although these issues are most apparent in the social sciences, where 
fairness is interpreted in terms of the distribution of resources across 
protected groups, the management of bias in source data affects 
a variety of fields. Any domain involving sparse or sampled data is 
exposed to potential bias [26].

Typically, metrics used to measure fairness are divided into two 
groups. On the one hand, metrics measure and find the difference in 
equality between two selected groups. On the other hand, metrics can 
compare results between similar individuals whose results are disparate 
[81]. The final goal of both is to find discriminatory inputs [81].

• Group Fairness or Disparate Impact. Each group identified in the 
dataset receives an equal fraction of a possible outcome (applies 
to both positive and negative outcomes) [29], [82]. In other words, 
different sensitive groups should be treated equally. The two 
groups usually are called the Unprivileged Group (UG) and the 
Privileged Group (PG).

• Individual Fairness or Disparate Treatment. Individuals who belong 
to different sensitive groups with similar characteristics should be 
treated similarly [29], [82]. For example, applicants with the same 
qualifications during job applications should not be discriminated 
against based on their sex or race. Some positions highlight that 
individual fairness cannot be a definition of fairness due to: 
insufficiency of similar treatment, systematic bias and arbitrators, 
and prior moral judgments [83].

The most common metrics used to measure fairness are shown in 
Table II. Those metrics require ground-truth data. Other metrics are 
used for unsupervised problems such as Fairness Demographic Parity, 
Point-wise Mutual Information, Kendall Rank Correlation, t-test, and 
Log-likelihood Ratio [84].

A less extended classification divides algorithms into: statistics 
based on predicted outcomes, statistics based on predicted and actual 
outcomes, statistics based on predicted probabilities and actual 
outcomes, and similarity-based and causal reasoning [7], [36], [85]. 
The two most employed are: statistics based on predicted outcomes 
and statistics based on predicted and actual outcomes.

Statistics based on predicted outcomes can be defined as statistical 
parity, conditional statistical parity, and predictive equality. 
Furthermore, statistics based on predicted and actual outcomes can be 
described as calibration within groups, balance for the negative class, 
and balance for the positive class. Not all algorithms can satisfy all 
conditions simultaneously. The objective is a trade-off between the 
ability to classify accurately and the fairness of the resulting data [36].

A significant thing about the status of bias detection is that current 
strategies for detecting biases are often customized for a problem, 
dataset, or method [88]. This affects their generalization [88]. (1) For 
group fairness, there exist simple studies that use Receiver Operator 
Characteristics (ROC) curves for each demographic group [10], [31]. 
Other traditional metrics used to calculate fairness are standard 
deviation and skewed error ratio [65]. (2) For individual fairness, 
there exists Procedural Fairness [29] and Consistency Metric [22]. 
Procedural fairness ensures that the algorithm does not use sensitive 
features for prediction. Consistency Metric compares the prediction 
of a certain individual with the predictions of its k-nearest neighbors. 
The bias disparity is a concept introduced in Aequitas [89]. This bias 
is calculated by comparing the metric for a given group with the 
metric of the reference group. The metrics that could be calculated 
are: predicted positive, total predictive positive, predicted negative, 
predicted prevalence, false positive, false negative, true positive, false 
negative, false discovery rate, false omission rate, false positive rate, 
and false negative rate.

Finally, the existence of agnostic models helps to comply with 
responsible artificial intelligence. The most common agnostic models 
include explainability methods. There exist specific agnostic models 
that focus on helping to improve fairness in the different development 
phases: AIF360 [23], FairLearn [44], [90], LFIT [50], Aequitas [89], 
LimeOut [29], MAML [67], the What-If toolkit (WIT) [91], and Audit 
AI [92].

The previous toolkits help to audit machine learning models for 
discrimination and bias. The most popular are Aequitas (Carnegie 
Mellon University), AIF360 (IBM), FairLearn (Microsoft) and WIT 
(Google). Some of these tools, in addition to measure, also help with 
mitigation. This is the case of FairLearn and AIF360.

Aequitas and WIT are especially suitable as audit tools. WIT 
provides a graphical interface in which the behavior of an algorithm can 
be tested visually. The tool integrates the fairness indicator developed 
in TensorFlow. Aequitas runs a full report on biases. This report is 
expected to be used by developers, analysts, and policymakers.
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VII. RQ3: How to Mitigate Bias?

As a result of the systematic review of this research question, a 
taxonomy has been proposed to aggregate bias mitigation procedures. 
Fig. 5 displays this new taxonomy which is considered from the point 
of view of data science. The stages where mitigation techniques can be 
applied include pre-training, training, and post-training.

• Mitigating bias in the pre-training phase is the most effective 
manner of correcting bias since it transforms the dataset. However, 
bias may appear after training, hindering developers from dealing 
with it in the first iteration of the process [73].

• Training is the most efficient stage for handling bias. These 
methods are often unsupervised and do not involve adulterating 
the underlying data set [73]. Not including sensitive features 
such as gender or race is not enough to mitigate discrimination, 
considering that other derivative features are introduced. Instead, 
adding fairness to the objective function is more efficient [93].

• Post-training is an ideal phase to calculate most of the previously 
revised metrics [73]. However, mitigating biases in this phase 
should be the last option [67].

There is a limitation with pre-processing and post-processing 
because manipulating the data leads to an outcome that may not be 
realistic due to the perturbation of the original distribution [53].

A fair governance category is also included in the taxonomy, where 
mitigation is possible without applying complex algorithms.

A. Pre-Training
Pre-processing modifications could be made to the sample or 

features and labels to produce fair data that neutralize discriminatory 
effects [65]. However, this approach cannot eliminate discrimination 
that may come from the algorithm itself [7]. The taxonomy shown 
in Fig. 5 reflects the three main techniques studied in the literature: 
resampling, fair representation, and re-weighting.

1. Resampling
Resampling is used to change the size of the data set that affects 

the distribution without transforming the data. Resampling methods 
are divided into undersampling and oversampling [65], [67]. 
Undersampling techniques are based on eliminated samples from the 
dataset; meanwhile, oversampling means generating (or repeating) 
data samples to augment the original dataset.

These techniques have been transferred from data-balancing 
problems to the fairness domain. In fairness mitigation, different 
algorithms are tested for data augmentation, while techniques for 
undersampling are less popular [94]. Successive data augmentations 
may be computationally expensive if the dataset contains many 
features [79].

The two hegemonic approaches to oversampling are: the Synthetic 
Minority Oversampling Technique (SMOTE); and, the Generative 
Adversarial Networks (GANs) [65]. GANs have been used to produce 
synthetic tabular data to improve demographic parity [66], allowing 
fairness to be increased while maintaining precision in prediction.

In addition to altering the number of samples, another approach to 
improve fairness can be to reduce the number of features in the data 
by feature selection. A simple method is to remove sensitive features 
that could produce bias in prediction. However, this is not enough, 
since protected attributes could be encoded or correlated with other 
features [12].

2. Fair Representation
Fair representation is obtained by eliminating information that can 

link a person to a protected group [73]. Learning fair representation 

(LFR) is a popular algorithm for finding a latent representation that 
encoded data while preserving fairness [22]. Protected information can 
be hidden or explicit, giving more or less weight to its representation 
[76]. However, LFR improves fairness at the cost of complicating the 
explainability of the results [74].

3. Re-Weighting
Re-weighting is the method more widely used to transform the data 

by modifying the weight in the data set [75]. Note that not all learning 
algorithms accept weighted samples [73]. Re-weighting means that 
certain instances from a privileged group, more likely to have a 
favorable outcome, will get a lower weight. Similarly, instances of an 
unprivileged group will receive a higher weight [22].

4. Other Categories of Bias Mitigation in Preprocessing
In addition to the three main categories explored above, less 

popular methods used to mitigate bias in the preprocessing phase 
include: Privileged Group Selection Bias (PGSB) [13], [14], disparate 
impact remover [23],[76], and optimized preprocessing [23], [74].

B. Training
When mitigating biases in training time, algorithms are modified 

to improve fairness rather than just precision. The advantage of 
addressing biases in this phase see Fig. 5, is that data and prediction 
can be used to evaluate fairness. Regularization and adversarial 
training are the most common methods for this purpose according to 
the revised literature. Other emerging approaches are: decentralized 
learning, fair linear regression, fair-n, DeepFair, multimodal models, 
and fairlet clustering. These approaches are discussed below.

1. Regularization
Regularization is a well-known technique in machine learning. 

Regularization is used to correct underfitting or overfitting when 
training the model. This method can also be used to mitigate biases 
and unfairness [73]. In contrast, adding regularization methods 
to a machine learning model can complicate the explanation and 
interpretation of its results [22]. Regularization for mitigating 
biases can be: implicitly adding constraints that disentangle the 
association between model predictions and sensitive attributes; or 
explicitly adding constraints by updating the model loss function to 
minimize the performance difference between different protected 
groups [65].

Regularization methods in the loss function of deep neural 
networks can help reduce the difference in prediction disparity 
between different groups [33]. Regularization can also penalize high 
correlations between sensitive attributes and outcomes. The following 
reports [13], [14], [95] employ L2 regularization to weight examples 
equally in several machine learning models, such as support vector 
machines (SVMs) and logistic regressions (LRs).

2. Adversarial Training
In the field of AI, Adversarial Learning is a technique in which 

multiple neural networks compete with each other to improve the 
predictive accuracy [96]. The fairness of machine learning models 
can be improved by mitigating bias through the use of adversarial 
learning; this process is called adversarial debiasing [31].

Adversarial debiasing involves training two neural networks where 
one network learns to predict the outcome, and the other network 
identifies and removes any biases in the training data that could affect 
the prediction of the first network. The second network, also known 
as the “adversary”, attempts to find and exploit weaknesses in the first 
predictions, thus forcing the first network to become more robust and 
resistant to bias [97].
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In adversarial debiasing, the goal is to reduce evidence of any 
biases related to protected attributes in the predictions [73]. Evidence 
of protected attributes can be reduced, and prediction accuracy can 
also be improved in certain cases [75]. Scores between different 
demographic groups can be balanced, promoting: demographic parity, 
equality of odds, and equality of opportunity [97].

3. Emerging Approaches
Decentralizing the learning is an application of the blockchain strategy 

to machine learning models where models are built with a distributed 
and collaborative approach. In this scheme, some methods that have 
been examined from the point of view of fairness in the literature are: 
Swarm Learning (SL) [69] and Federated Learning (FL) [68].

The Fair linear regression and Fair-n approaches are useful for 
cases with more than one sensitive variable. Fair linear regression is 
based on the Hilbert-Schmidt independence criterion. This allows it 
to deal with several sensitive variables simultaneously [93]. FaiR-N 
introduces fairness and robustness regularization techniques to the 
loss function based on an approximation of the distance of data points 
to the decision boundary during training [53].

Fairlet clustering can be used in cases with unsupervised data [71], 
where detecting bias is a complex task. In clustering problems, fairness 
is defined in terms of consistency in that the balance ratio of data with 
different sensitive attribute values remains constant for each cluster.

DeepFair is a solution for a recommender system [55]. The 
recommender system relies on Collaborative Filtering (a set of 
the user’s preferences on the items). This amount of data affects 
minorities negatively. The solution proposes a Deep Learning based 
on Collaborative Filtering that provides recommendations with an 
optimal balance between fairness and accuracy.

Multimodal models can understand and process information from 
multiple heterogeneous sources of information that can help reduce 
or correct bias and unfairness [49]. However, in multimodal model, 

detecting the origin of the bias is a very challenging task [17].

C. Post-Training
When addressing bias in this phase, the results of the model 

are modified by correcting decisions that could harm the fair 
representation of different subgroups in the final decision process 
[7]. As shown in Fig. 5, the most commonly used methods in post-
training include: equalized odds, calibrated equalized odds, and 
reject option classification.

• Equalized odds adds a post-learning step to determinate optimal 
probabilities to change output labels. Equalized odds enforce 
fairness and precision [22], [23], [65],[73]–[75].

• Calibrated equalized odds, starting from the score outputs of a 
calibrated classifier, optimizes the probabilities with which to 
change the output with an equalized odds objective [23], [65], 
[73]–[75].

• Reject option classification gives favorable outcomes to protected 
unprivileged groups and unfavorable outcomes to privileged ones. 
This method uses a confidence band around the decision boundary 
with the highest uncertainty [22], [23], [65], [73]–[75].

D. Fairness Governance Practices
Fair governance minimizes biases while avoiding mitigation 

methods revised above for pre-training, training, and post-training. 
As shown in Fig. 4, the three main areas in which unfair results are 
reduced are: team, data, and models.

1. Team
This section refers to the people involved in developing an 

artificial intelligence algorithm. The impact of the modeler is not 
the only one. For example, imposed precision requirements may go 
against fairness indicators.

TABLE II. The Most Popular Metrics to Measure Fairness

Metric name Target Definition

Equal Opportunity Difference (EOD)[22], [23], 
[29], [74],[76], [82], [86]

Group Measures the difference in true positive rates (TPR) between an unprivileged 
group and a privileged group.

 (1)

 (2)

Odds Difference (OD) [22], [23], [74], [76], [79] Group Computes the difference of false positive rate (FPR) and true positive rate (TPR) 
between unprivileged and privileged groups.

 (3)

 (4)

Statistical Parity Difference (SPD) [22], [23], [74], 
[75],[75], [76], [79], [86]

Group Calculates the difference in the probability of favorable results (Predicted as 
Positive (PPP)) between the unprivileged group and the privileged group.

 (5)

 (6)

Disparate Impact (DI) [22], [23], [74],[76] Group Compares the proportion of individuals who receive a positive output for two 
groups: an unprivileged group and a privileged group.

 (7)
Theil Index (TI) [22],[23], [87] Group/

Individual
Subclass of the generalized entropy index (using alpha = 1). The entropy index 
is a measure of inequality in a group or individual with respect to the fairness of 
the algorithm outcome.

 (8)
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Diversity is the first dimension of the teams that needs to be 
improved [98]. Furthermore, this diversity has to affect all levels of 
the hierarchy [4]. Until then, algorithms and their associated biases 
will become mirrors of structural discrimination rather than bridges 
to opportunity, equality, and efficiency [99].

Creating diverse teams, as well as cross-disciplinary teams of data 
scientists and social scientists [5], is also essential to reducing bias 
and unfairness.

To further improve AI development, continuous training in fairness 
and ethics is recommended for team members, and stakeholders [4]. In 
addition, cultivating emotional intelligence to process better, identify, 
and confront discordance [6]. Tools, such as packages to calculate and 
audit bias, can be an important aid in addressing and standardizing 
this problem [9].

2. Data
The data is where the knowledge resides, and the algorithms will 

learn that information. Important keys at this point could be selecting 
features, transformations, or data labelling.

Data collection can be improved by prioritizing data on sex, 
race, ethnicity, etc. As a result, complete information related to 
sensitive features is available in the datasets. Therefore, knowledge 
of the sensitive issues present in real life is improved. This allows 
representative problems to be reduced [5].

Data-based decisions must be documented with original priorities 
and the necessary annotations [6]. This allows answering which data 
have been used consistently with inclusion patterns [100].

Opening access to train the data used to build the model leads to 
better transparency and trustworthiness. In addition, this allows third 
parties to detect possible biases [9].

3. Model
This topic gives suggestions for the training and evaluation phases. 

Furthermore, during the deployment it is essential to understand 
and explain the results. The model perpetuates or creates bias 
independently of the origin of this bias. Fig. 4 shows that under the 
fair governance category of bias mitigation methods, the “model” 
and “data” sections share the “documented” and “open access” 
recommendations explained above.

Models open to the community would allow their testing to detect 
new biases and demonstrate their efficacy [9]. Also, documentation 
of assumptions on parameters or metrics should be transparent and 
available [6].

Furthermore, applying Explainable Artificial Intelligence (XAI) 
allows understanding the model results and the importance of each 
feature in the predictions [4]–[6].

Mitigation

Fair governance

Pre-training

Resampling

Re-weighten

Fair representation

Team

Diversity

Cross-disciplinary

Training

Data

Model

Documented

Collection

Open access

XAI

Training

Regularization

Emerging Approaches

Adverarial Training

Post-training

Equalized odds

Reject option classification

Calibrate equalized odds

Fig. 5. Taxonomy of bias mitigation.
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VIII.  Discussion

This section explains the results obtained in this systematic review 
and the answers to the research questions revised. Section III has 
detailed the search criteria for this systematic review. These criteria 
pursue robust and unbiased results. Among others, only peer-reviewed 
research works have been considered, which is the first of the six 
inclusion criteria discussed. Although peer review is not a guarantee 
of a good level of confidence in the published results, it is seen as the 
foremost process for research validation [101].

A. RQ1: What Bias Affects Fairness?
Regarding RQ1, results were quite broad because the term biases 

encompasses different concepts within AI, including poorly balanced 
datasets which can lead to performance issues. However, this paper 
specifically focuses on biases that are related to injustice. Many 
studies on this question analyze biases for specific use cases, such as 
classification or recommendation. Other publications listed biases that 
could appear in the training cycle (from data acquisition to algorithm 
deployment).

As a result of this question, Fig. 4 groups biases in the following 
steps of an algorithm development process: Human Bias (Data 
Generation), Data Bias, Learning Bias, and Deployment Bias. In all the 
groups, the focus is placed on the human factor, which is responsible 
for the decisions made.

The critical step detected in this point is Human Bias. As discussed 
earlier, this is where historical data for training is generated in a way that 
can introduce biases. The bias in the following steps could be reduced or 
eliminated by reducing the cognitive bias presented in the dataset.

B. RQ2: What Are the Metrics to Measure Fairness?
The topic of metrics has only appeared in a few of the retrieved 

publications, being the most widespread metrics detailed in Table II. 
Another clear result is that the most used metrics are the ones that 
focus on groups. Moreover, this paper also reviews metrics that have 
recently emerged (generally customized for a specific case). Tools to 
audit algorithms have also been added to complete the answer to this 
research question.

As a result of this review, an interesting gap in the literature has 
been found. None of the revised metrics helps to detect variables 
or values that can cause unfairness. Therefore, it is necessary to 
know which groups are privileged and unprivileged to measure the 
differences between selected groups.

Applying these metrics to the entire dataset requires a high 
computational cost. Moreover, these metrics cannot be used with 
all variables because some of them, without being a discriminatory 
feature, can correctly segregate the samples.

C. RQ3: How to Mitigate Bias?
In the last question, the aim was to find techniques that would help 

mitigate biases. This is the question that most of the papers covered 
have focused on.

As a result of the review presented in this paper, mitigation 
techniques have been grouped into a taxonomy in Fig. 5. This 
taxonomy contains four main categories: Pre-training, Training, Post-
training, and Fair Governance.

Most of the retrieved works focus on correcting data (pre-training) 
or improving learning (training). The pre-training algorithms include: 
Resampling, Fair Representation, and Re-weighting. The training 
algorithms consider: Regularization, Adversarial Training, and 
Emerging Approaches. Training algorithms are where the most varied 
solutions are developed. At this category, the main goal is to maintain 
accuracy while improving fairness. On the other hand, focusing on the 

output (post-training) is a less popular approach.

Some publications address their research to detecting transversal 
actions to mitigate unfairness. These actions attempt to improve the 
development ecosystem. The Fair Governance category contains 
actions that reduce bias when applied to: Teams (Diversity, Cross-
disciplinary, and Training), Data (Collection, Documented, and 
Open Access), or Models (Documented, Open Access, and apply XAI 
techniques). This category can reduce bias in the Data Bias, Learning 
Bias, and Deployment Bias. Thus, the Fair Governance category is 
essential to have an impact on fairness.

IX. Conclusions and Future Work

This paper has established a systematic review to answer three 
research questions.

The first question focuses on understanding the origin of unfair 
results in AI models. As a result of the review, a comprehensive 
analysis of the type of biases that affect fairness was produced.

The second question explored equity metrics to detect 
discrimination in data or models. Studies show that quantifying 
this issue is very complex with the current state of the art. The 
review identifies two main factors needing improvement: obtaining 
generalized measures and automatically detecting sensitive features. 
The paper contributes to a compilation of the most popular and novel 
metrics to measure fairness.

The last question was aimed at obtaining information on how to 
mitigate the effects of bias in AI models. According to the extensive 
specialized literature reviewed, this mitigation is still a complex and 
imprecise task. More importantly, reducing bias can change learning 
and obtain undesirable results. Among others, the results could not 
represent reality when the algorithm avoids historical discrimination. 
A taxonomy that aggregates the different mitigation techniques 
depending on where they are applied is this paper’s third and main 
contribution.

Future work should address the development of a fairness-by-
design standard for developing AI models. In addition, the detection 
of feature bias should be automated at least for sensitive variables or 
their derivatives. Finally, an indicator of responsible AI development 
is needed beyond the use of performance metrics.
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