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Abstract

About 422 million people worldwide have diabetes, the majority living in low-and middle-income countries, 
and 1.5 million deaths are directly attributed to diabetes each year. According to the Botanical Survey of India, 
India is home to more than 8,000 species of medicinal plants. The natural medications with antidiabetic activity 
are widely formulated because they have better compatibility with human body, are easily available and have 
less side effects. They may act as an alternative source of antidiabetic agents. The fused deep neural network 
(DNN) model with Discriminant Subspace Ensemble is designed to identify the diabetic plants from VNPlant200 
data set. Here, the deep features are extracted using DenseNet201 and the matrix-based discriminant analysis 
is adopted to learn the discriminative feature subspace for classification. To further improve the performance 
of discriminative subspace, a nearest neighbors technique is used to produce a subspace ensemble for final 
diabetic therapeutic medicinal plant image classification. The developed model attained the highest accuracy 
of 97.5% which is better compared to other state of art algorithms. Finally, the model is integrated into a mobile 
app for robust classification of anti-diabetic therapeutic medicinal plant with real field images.
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I. Introduction

IN 2021, approximately 537 million adults (20-79 years) are living with 
diabetes. The total number of people living with diabetes is projected 

to rise to 643 million by 2030 and 783 million by 2045.3 in 4 adults with 
diabetes live in low- and middle-income countries. Almost 1 in 2 (240 
million) adults living with diabetes are undiagnosed. Diabetes caused 
6.7 million deaths. Diabetes caused at least USD 966 billion dollars in 
health expenditure – 9% of total spending on adults. More than 1.2 
million children and adolescents (0-19 years) are living with type 1 
diabetes. 1 in 6 live births (21 million) are affected by diabetes during 
pregnancy. 541 million adults are at increased risk of developing type 
2 diabetes. Antidiabetic herbal formulations are considered to be more  
effective for treatment of diabetes. A high number of plants and plant 

products have been scientifically tested and reported to possess anti 
diabetic activity [1].

Antidiabetic herbal formulations are considered to be more effective 
for treatment of diabetes. The global worsening of morbidity and 
mortality from diabetes [2] [3] justifies the need for more diversified 
research for new therapies. Throughout human history, medicinal 
plants have been used for the prevention and treatment of both human 
and animal diseases [4] [5]. Medicinal plants have been recognized 
as a stable source for drug discovery since ancient times [6] [7] and 
The World Health Organization has reported an increased patronage 
of natural and medicinal plant drug products1.

1 https://www.who.int/health-topics/diabetes
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Many modern drugs are obtained from medicinal plants and 
further purified or optimized using structure-activity relationship-
driven drug design and pharmacokinetic parameters [8] [9]. Evidence-
based application of phytochemicals from plants in the management 
of diseases has received wide acceptability [10]. For example, several 
reports of medicinal plants with anticancer activities have been 
published [11] [12]. Ethnopharmacological surveys of plants and 
phytochemicals with antihypertensive activities [13] have been well 
documented. 

There is also substantial literature of their utility in treatment of 
other chronic diseases such as Alzheimer’s [14], depressive disorders 
[15], Parkinson’s disease [16] and diabetes [17]. Various plants and 
plant parts have been investigated for their hypoglycemic activities as 
potential medicine in the treatment of diabetes mellitus [18]. By way 
of examples, phytocompounds from the fruit of Momordica charantia 
(bitter lemon) have been extensively studied for antidiabetic effects [19].

The roots of Zingiber officinale (ginger) exert antidiabetic and 
hypolipidemic effects on streptozotocin-induced diabetic rats [20]. 
Bidens pilosa has been shown to reduce fasting blood glucose level 
and hemoglobin A1c (HbA1c) in clinical trials [15]; three variants of 
B. pilosa were shown to possess anti-diabetic properties [21]. The 
hydroethanolic extract of the seed of Parinaricuratellifolia reduces 
plasma glucose levels and low-density lipoproteins in diabetic rats [22]. 

The blood sugar reducing effects of Gymnemasylvestre popularly 
known as ‘gurmar’ (‘sugar destroyer’) has been widely studied. 
Phytochemical constituents of Glycyrrizauralensis (licorice) have 
been found to exhibit profound antidiabetic properties in experimental 
animals [23]. While some studies do consider the potential molecular 
or cellular mechanisms of the antidiabetic effects [24], others focus 
on potential properties such as antioxidant [5] and anti-obesity [25] 
effects without direct discussion of mechanism.

Modern medicine is massively produced for medical treatment, 
but many countries are now opting for traditional medicine due to 
the limitation of synthetic drugs in controlling and curing chronic 
diseases (WHO, 1999). Traditional medicines are used extensively in 
the pharmaceutical industry, where a quarter of the globally prescribed 
drug is extracted from medicinal plants. This is due to the benefits 
of medicinal plants that offer substantially lower adverse reactions 
and are more cost-effective than synthetic drugs. Furthermore, 
bioactive compounds such as phenolic, carotenoids, anthocyanin, and 
tocopherols that can be extracted from medicinal plants [26] serve 
as antioxidants, anti-allergenic, anti-inflammatory, antibacterial, and 
also anti-hepatotoxic. 

Nonetheless, the task of manually identifying medicinal plants is 
complicated and time-consuming, similar to other plant recognition, 
due to the unavailability of expert opinions [23] [24] [25]. Inspired by 
these problems, researchers introduced numerous automatic plant or 
leaf recognition systems, most of which utilized Machine learning and 
deep learning approaches.

Deep learning methods play an essential role in plant leaf 
classifications. Deep learning methods are based on Convolutional 
Neural Networks (CNN), which comprise deep feature extractors. When 
the system is developed to classify medicinal plants, that system should 
be trained by a large dataset, including noisy images. The primary 
goal of the recognition system is to interpret the leaf images with high 
accuracy compared to the manual task. In a highly densely populated 
country like India, there is a lack of manual experts. Hence, there is 
a demand to accurately develop an AI-based tool for medicinal plants. 

This paper is organized as follows. Section  II reviews the 
existing machine learning algorithms and deep learning methods 
for medicinal plant classification that are categorized according to 
their performance. Section  III describes the proposed D2SE model 

for medicinal plant leaf classification and elucidates the details of the 
medicinal plants which are used in this work. Section IV elaborates 
on the proposed system’s experimental work and performance, and 
Section V concludes the paper.

II. Related Works

CNN-based medicinal plant identification is proposed [27] and 
attained an accuracy of 88.26%. Amuthalingeswaran et al. [28] 
proposed Deep Neural Network (DNN) model for the medicinal leaf 
classification for four medicinal plants such as Catharanthus Roseus, 
Tephrosia Purpurea, Phyllanthus amarus, and Abutilon Indicum. 
Putri et al.  [29] proposed the CNN model for Indonesian medicinal 
plant leaf identification. Dileep et al. [30] applied the Alexnet neural 
network model to medicinal plant leaf for deep feature extraction, 
and then the Support Vector Machine (SVM) classifier is applied for 
classification. ResNet-based medicinal plant classification is proposed 
[31] Liu et al. [32] applied GoogleNet for the classification of Chinese 
herbal plant classification. Muneer et al. [33] applied the SVM and 
DNN classifier to Malaysian herbal leaf data. Mukherjee et al. [34] 
proposed a CNN model with binary particle swarm optimization based 
hyperparameter tuning method for medicinal plant classification. The 
Multiorgan-based classification model is proposed by Lee et al. [35]. 
All the diagnosis methods are tabulated in Table I.

Deep learning models for the classification of diabetic medicinal 
plants are limited. Furthermore, Table I shows that most of the current 
models yield low accuracy, which is insufficient for robust identification. 
Hence, there is a demand for developing a robust deep learning model 
for the classification of diabetic therapeutic medicinal plant.

III. Proposed D2SE Framework

The deep learning phase of D2SEhas three primary stages: data 
augmentation, feature extraction using Densenet201 and Matrix-
Based Discriminative Feature Subspace Learning. Fig. 1 shows 
proposed D2SE framework for Anti-diabetic therapeutic medicinal 
plant identification.

A. Data Collection and Preprocessing
Applications of image processing and computer vision techniques 

for identifying medicinal plants are critical, as many of them are 
under extinction, per the International Union for Conservation of 
Nature (IUCN) records. Hence, the digitization of valuable medicinal 
plants is crucial for the conservation of biodiversity. Studies reveal 
that building an intelligent system for recognizing medicinal herbs 
requires a decent size of the plant image dataset. Thus, diabetic related 
images of VNPlant-200 dataset are acquired from the National Institute 
of Medicinal Materials. They are labeled manually by botanists and 
technical expert. This dataset is more challenging and noisier than 
others because many leaves appear together in a single image and it 
also contains the background such as soil, treebark, flower, etc. Table 
II illustrates several image examples from diabetic class ofVNPlant-200 
dataset, with two versions of resolutions: 256X 256 and 512X512 pixels.

This dataset is divided into different partitions for training and 
Validation. In order to perform hold-out Validation, a set of images is 
to be kept aside for training. Those unseen data are to be given to the 
model for perfect Validation. Hence, the dataset is divided into 70%for 
training and 30% for Validation. Table III shows the sample references 
for the medicinal plant available in the VNPlant 200 data set.

B. Feature Extraction Using Densenet201
Hyper-tuning of Deep transfer learning models (DTL) can improve 

results in classification problems [46]-[49]. Here, a Deep Transfer 
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TABLE I. State-of-the-art Methods for the Medicinal Plant Classification

Authors Method used Dataset Performance Drawback

(Quoc, 2020) 
[27]

VGG16, Resnet50, InceptionV3, DenseNet121, 
Xception and MobileNet

Vietnamese medicinal 
plant images

Accuracy of 88.26% Low accuracy

(Amuthalingeswaran, 
2019) [28]

Deep neural network
Private dataset with 

four plants
Accuracy 85%

Low accuracy and four-
class classifier only

(Putri, 2021) 
[29]

CNN
Indonesian medicinal 

leaf dataset
Not given Nonstandard analysis

(Dileep, 2019) 
[30]

Alexnet+SVM
Kerala medicinal plant 

leaf dataset
Accuracy 96.76% Slow convergence

(Liu, 2021) [31] Resnet Grassland plant data set Accuracy 96.8%
Nonstandard data 

division

(Liu, 2018) [32] GoogleNet Chinese herbal medicine Accuracy 62.8% Low accuracy

(Muneer,2020) 
[33]

SVM and DNN
Medical herbs in 

Malaysia

Accuracy with SVM: 
74.63%

Accuracy with 
DNN:93%

Low accuracy

(Mukherjee, 2021) 
[34]

CNN with hyperparameter tuning
Private dataset with 

Neem, Tulsi, and 
Kalmegh

Accuracy 99%
Nonstandard database. 

Limited class 
classification

(Tiwari, 2022) [36] DNN
Private plant leaf 

dataset
Accuracy 97.67% Nonstandard analysis

(Lee, 2018) 
[35]

CNN Multiorgan dataset
Leaf: 76%

Flower: 81%
Low precision

(Bhuiyan, 2021) 
[37]

CNN
Bangladesh medicinal 

plant
Accuracy of 84% Low Accuracy

(Almazaydeh, 2022) 
[38]

R-CNN
Mendeley medicinal 

plant dataset
Accuracy of  95.7% slow convergence

Feature Extraction using Densenet201
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Fig. 1. Proposed D2SE framework for Anti-diabetic therapeutic medicinal plant identification.
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Learning  model with DenseNet201 is used for feature extraction by 
using its own learned weights on the Anti-diabetic medicinal plant 
dataset (Extracted from VNPlant 200 ). The DenseNet201 exploits the 
condensed network providing easy to train and highly parametrically 
efficient models due to the possibility of feature reuse by different 
layers which increases variation in the subsequent layer input 
and improves the performance. Fig. 2 shows the feature extraction 
techniques using DenseNet201.

The feature concatenation can be mathematically explained as in 
Equation (1). 

 (1)

Here, Hl is a non-linear transformation which can be defined 
as a composite function comprising of batch normalization (BN), 
followed by a rectified linear unit function (ReLU) and a Convolution 
of (3X3). [Z0, Z1, ....., Z 

l−1] refers to the feature map concatenation 
corresponding to layer 0 to 1−1 which are integrated in a single tensor 
for ease of implementation. For down-sampling purposes, dense 
blocks are created in the network architecture which are separated 
by layers called transition layers which consist of BN followed by 
1 × 1 convolution layer and finally a 2 × 2 average pooling layer. 
DenseNet201 performs sufficiently well even with a smaller growth 
rate owing to its architecture where feature maps are considered as a 
global state of the network. Therefore, each successive layer has access 
to all feature maps of preceding layers. k feature maps are added to 

TABLE II. D2SE – Medicinal Plants and Their Medicinal Values

Abrusprecatorius Aloe vera Andrographis paniculata Caesalpinia sappan Capsicum annuum Carica papaya

Catharanthus roseus Celosia argentea Centella asiatica Coixlacryma-jobi Costusspeciosus Curculigoorchioides

Euphorbia hirta Ficus auriculata Ficus racemosa Glycosmis pentaphylla Gymnemasylvestre Holarrhenapubescens

Kalanchoe pinnata Lawsoniainermis Mangifera Melastomamalabathricum Mentha Spicata Mimosa pudica

Morindacitrifolia Moringa oleifera Morus alba Nelumbo nucifera Ocimumbasilicum Ocimumgratissimum

Ocimum sanctum Psidium guajava Senna alata Tabernaemontanadivaricata Tamarindus indica Zingiber officinale
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TABLE III. Sample References for the Medicinal Plant Available in the Vnplant-200 Data Set

Indian Medicinal Plant Plant Part Therapeutic use identifier Reference

Abrusprecatorius leaf MESH:D003920, UMLS:C0011849, DOID:9351, ICD-11:5A14 (Kirtikar. 2012) [39]

Aloe vera leaf MESH:D003920, UMLS:C0011849, DOID:9351, ICD-11:5A14 (NISC, 2004) [40]

Andrographis paniculata whole plant MESH:D003920, UMLS:C0011849, DOID:9351, ICD-11:5A14 (Kirtikar. 2012) [39]

Caesalpinia sappan wood MESH:D003920, UMLS:C0011849, DOID:9351, ICD-11:5A14 (Kirtikar. 2012) [39]

Capsicum annuum MESH:D003920, UMLS:C0011849, DOID:9351, ICD-11:5A14 (Kirtikar. 2012) [39]

Carica papaya Fruit, root, seed MESH:D003920, UMLS:C0011849, DOID:9351, ICD-11:5A14 (NISC, 2004) [40]

Catharanthus roseus
Flower, leaf, plant exudate, root, 

whole plant
MESH:D003920, UMLS:C0011849, DOID:9351, ICD-11:5A14 (NISC, 2004) [40]

Celosia argentea seed MESH:D003920, UMLS:C0011849, DOID:9351, ICD-11:5A14 (Kirtikar. 2012) [39]

Centella asiatica MESH:D003920, UMLS:C0011849, DOID:9351, ICD-11:5A14 (Sivarajan, 2017) [41]

Coixlacryma-jobi Leaf, seed MESH:D003920, UMLS:C0011849, DOID:9351, ICD-11:5A14 (Asolkar, 2010) [42]

Costusspeciosus MESH:D003920, UMLS:C0011849, DOID:9351, ICD-11:5A14 (Sivarajan, 2017) [41]

Curculigoorchioides Rhizome, root MESH:D003920, UMLS:C0011849, DOID:9351, ICD-11:5A14 (Kirtikar. 2012) [39]

Euphorbia hirta aerial part, flower, leaf MESH:D003920, UMLS:C0011849, DOID:9351, ICD-11:5A14 (Kirtikar. 2012) [39]

Ficus auriculata Fruit, leaf MESH:D003920, UMLS:C0011849, DOID:9351, ICD-11:5A14 (Kirtikar. 2012) [39]

Ficus racemosa
Bark, fruit, leaf, plant exudate, 
root, seed, stem, whole plant MESH:D003920, UMLS:C0011849, DOID:9351, ICD-11:5A14

(Kirtikar. 2012) [39]
(NISC, 2004)

(CSIR, 2010) [40]
(Chopra, 2022) [43]

Glycosmis pentaphylla leaf MESH:D003920, UMLS:C0011849, DOID:9351, ICD-11:5A14 (Kirtikar. 2012) [39]

Gymnemasylvestre
Bark, fruit, leaf, root, shoot, 

stem, whole plant MESH:D003920, UMLS:C0011849, DOID:9351, ICD-11:5A14

(Khare, 2008) (Chopra, 
2022) [44] [43]

(NISC, 2004) (Asolkar, 
2010) [40]

(CSIR, 2010) [45]

Holarrhenapubescens Bark, leaf, root, seed, MESH:D003920, UMLS:C0011849, DOID:9351, ICD-11:5A14 (Kirtikar. 2012) [39]

Kalanchoe pinnata leaf MESH:D003920, UMLS:C0011849, DOID:9351, ICD-11:5A14
(Khare, 2008) [44] 

(Asolkar, 2010) [42]

Lawsoniainermis flower MESH:D003920, UMLS:C0011849, DOID:9351, ICD-11:5A14 (Kirtikar. 2012) [39]

Mangifera Bark, flower, fruit, leaf, seed MESH:D003920, UMLS:C0011849, DOID:9351, ICD-11:5A14
(Khare, 2008) [44], 
(Kirtikar. 2012) [39]

(NISC, 2004) [40]

Melastomamalabathricum leaf MESH:D003920, UMLS:C0011849, DOID:9351, ICD-11:5A14 (Kirtikar. 2012) [39]

Mentha Spicata leaf MESH:D003920, UMLS:C0011849, DOID:9351, ICD-11:5A14 (Kirtikar. 2012) [39]

Mimosa pudica Leaf, root, whole plant MESH:D003920, UMLS:C0011849, DOID:9351, ICD-11:5A14 (Kirtikar. 2012)[39]

Morindacitrifolia
fruit MESH:D003920, UMLS:C0011849, DOID:9351, ICD-11:5A14 (Kirtikar. 2012) [39]

Moringa oleifera aerial part, bark, fruit, leaf, seed MESH:D003920, UMLS:C0011849, DOID:9351, ICD-11:5A14 (Kirtikar. 2012) [39]

Morus alba
leaf MESH:D003920, UMLS:C0011849, DOID:9351, ICD-11:5A14 (Kirtikar. 2012) [39]

Nelumbo nucifera Rhizome, seed, shoot MESH:D003920, UMLS:C0011849, DOID:9351, ICD-11:5A14 (Kirtikar. 2012) [39]

Ocimumbasilicum MESH:D003920, UMLS:C0011849, DOID:9351, ICD-11:5A14 (Kirtikar. 2012) [39]

Ocimumgratissimum
leaf

MESH:D003920, UMLS:C0011849, DOID:9351, ICD-11:5A14 (Kirtikar. 2012) [39]

Ocimum sanctum aerial part, leaf, seed MESH:D003920, UMLS:C0011849, DOID:9351, ICD-11:5A14 (Kirtikar. 2012) [39]

Psidium guajava leaf MESH:D003920, UMLS:C0011849, DOID:9351, ICD-11:5A14 (Khare, 2008) [44]

Senna alata flower MESH:D003920, UMLS:C0011849, DOID:9351, ICD-11:5A14 (Kirtikar. 2012) [39]

Tabernaemontanadivaricata leaf MESH:D003920, UMLS:C0011849, DOID:9351, ICD-11:5A14 (Kirtikar. 2012) [39]

Tamarindus indica seed MESH:D003920, UMLS:C0011849, DOID:9351, ICD-11:5A14
(Kirtikar. 2012)

(Warrier, 2022) [46]

Zingiber officinale MESH:D003920, UMLS:C0011849, DOID:9351, ICD-11:5A14 (Sivarajan, 2017) [41]
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the global state by each layer where the total number of input feature 
maps at lth layers (FM)lis defined in Equation (2).

  (2)

Here, the channels in the input layer is given by 𝑘0. To improve 
computational efficiency, a1X1 convolution layer is introduced 
preceding every 3X3 convolution layer which decreases the number 
of input feature maps which are typically more than the output 
feature maps k. The feature extraction network followed by sigmoid 
activation is used in the classical DenseNet201 architecture.Each 
neuron in the fully connected dense layer is fully connected to each 
neuron in previous layer. It can be mathematically explained by a fully 
connected layer l whose input 2D feature map is expanded to a 1D 
feature vector as (3)-(5).

 (3)

 (4)

 (5)

Here, Bernoulli function randomly generates a vector t 
l−1 obeying 

the 0–1 distribution with a specified probability. The vector dimension 
is c 

l−1. The first two layers of the full connection layer use the dropout 
strategy to randomly block certain neurons according to a specified 
probability, which effectively prevents the over-fitting phenomena 
in the deep networks. w 

l and o 
l define the weighting and offset 

parameters of the fully connected layer respectively. The sigmoid 
activation function is to convert the non-normalized outputs to binary 
outputs as 0 or 1. The sigmoid function can be defined in Equation (6).

  (6)

where y is the output of the neuron. w i and x i represent the weights 
and inputs, respectively.

C. Matrix-Based Discriminative Feature Subspace Learning
The extracted features are represented by X ∈ Rm×n . The Latent 

Dirichlet Allocation (LDA) is used to reduce the redundant information 
in this feature matrix and improve the discriminant ability of feature 
representation. LDA map X into a new subspace, in which the intraclass 
scatter is minimized and the interclass scatter is maximized. 

Assume that M = [α1, α2,.... αf ] ∈ Rm×j and G = [v1, v2,.... vc ] ∈ Rn×c are 
two transformation matrices. Then, the projection of X onto the (f × c) 
dimensional space M ⊗ G can be represented in Equation (7).

  (7)

Suppose there are P training pixels and L different classes to be 
classified. The jth training pixel is Xj, where j ∈ {1, 2, ..., P}.

 and μi denote the mean 
of all training pixels and training pixels in class Πi, i ∈ {1, 2, ..., L} 
respectively. Pi is the number of training pixels in class Πi. To get the 
optimal projection matrices, we maximize the ratio of the interclass 
scatter matrix and the intraclass scatter matrix for LDA. Fortunately, 
the total scatter of the projected pixels can be measured by the trace 
of their covariance matrix. Therefore, the objective function can be 
described in Equation (8).

 (8)

where FB denotes the interclass scatter matrix, and FW denotes the 
intraclass scatter matrix with the following definitions:

  (9)

 (10)

 (11)

The same as in [33], we utilize an iterative algorithm to optimize M 
and G. In particular, for a fixed G, (8) can be rewritten in the following 
form (Refer Equation (12)-(14)):

 (12)

Where,

  (13)

 (14)

Hence, the optimal solution of M consists of r eigenvectors 
corresponding to r maximal eigenvalues by computing an eigen 
decomposition on . Subsequently, the optimal solution of G 
can be obtained when M is fixed. The whole process will iterate until a 
predefined convergence condition is arrived.

D. Learning Subspace Ensemble With Random Sampling
Ensemble learning has been proved to be an efficient technique 

to improve the stability and accuracy of single weak classifier by 
training several different classifiers and combining their decisions. 

Dence Block 1

Con 7x7, Stride 2 Max Pool 3x3
Stride 2

Conv.(1x1)

Conv(1x1)

Conv(1x1)

Transition Layer 1

Transition Layer 2

Avg Pool (2x2)
Stride 2

Avg Pool (2x2)
Stride 2

Transition Layer 3

Avg Pool (2x2)
Stride 2

Global Avg Pool
(7x7)

So�max
Extracted Features from the

plant image data set

Conv(1x1)

Conv.(3x3)
X 6

Dence Block 2

Conv.(1x1)
Conv.(3x3)

X 12

Dence Block 3

Conv.(1x1)
Conv.(3x3)

X 48

Dence Block 4

Conv.(1x1)
Conv.(3x3)

X 64

Fig. 2. Feature Extraction using DenseNet201.
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The core idea is to randomly sample a few training subsets from the 
original training set repeatedly with replacement. In this situation, 
the intraclass scatter matrix will be dominated by the majority 
classes. Thus, the dimensionality reduced subspace can preserve the 
structure information of majority classes while ignoring that of the 
minority classes, resulting in a decreased performance for subsequent 
classification. Here, we propose a random sampling- based subspace 
ensemble method for features extracted from the LDA. On one hand, 
motivated by bagging methods. random sampling repeatedly derives 
a few different training subsets, leading to diverse discriminant 
subspaces. These subspaces ensemble will improve the classification 
capacity. The bagging algorithm has been used to construct nearest 
neighbors ensemble for diabetic plant classification, and the 
experiments suggest that an optimized ensemble method could lead 
to improved results. 

Fig. 1 shows the detailed flowchart of the proposed method. 
Suppose that we have a training set X, and Xj represents the jth training 
pixel. First, n training subsets are randomly sampled. from  X with 
replacement according to a certain proportion (e.g., 80%), and X(i),  
i ∈ {1, 2, ..., n} denotes the ith training subset. Then, for every subset 
X(i), LDA is used to learn the optimal transformations M(i) and G(i) as 
discussed in Section III-C. Thereafter, for every couple M(i) and G(i), 
the projection matrix

 of Xj can be achieved according to (1). Therefore, we can obtain 
n projection matrices . Finally, all of these matrices are 
reshaped to vectors, respectively. In feature fusion phase, we concatenate 
these vectors into one stacked vector, and Principal Component Analysis 
(PCA) is used to reduce the redundancy in the vector.

IV. Results 

This section focuses on the experimental setup for validating the 
proposed model, followed by a performance analysis. Finally, the 
proposed D2SE is compared with other state-of-the-art deep learning 
models for classifying anti diabetic  medicinal plants.

A. Experimental Setup and Evaluation
The proposed transfer learning model is implemented in MATLAB 

2020b with GPU NVIDIA and 16GB RAM Workstation computer. 
VNPlant-200 is accepted as the benchmark data set by the researchers. 
The proposed model is trained and tested with the same dataset.

The Evaluation of the proposed model is based on two phases: 
training and Validation. The acceptable tuned hyperparameters 
are stablished to train the proposed transfer learning model, and 
the overall performance is validated. The first standard metric for 
evaluating the proposed model is based on confusion matrix, including 
sensitivity, specificity, precision, and accuracy. The confusion matrix 
is shown in Fig. 3 and the Parallel Co-ordinate Plot for Ensemble 
Subspace discriminant is depicted in Fig. 4.
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Fig. 4. Parallel Co-ordinate Plot – Ensemble Subspace discriminant.

Then, the proposed model is further validated based on the Receiver 
Operating Characteristic Curve (ROC), a graphical representation 
that illustrates the classification capacity of the system. This curve 
is constructed by plotting True Positive Rate (TRP) against False 
Positive Rate (FPR). Another metric derived from the ROC plot is the 
Area Under the Curve (AUC), which measures the model’s overall 
quality. Fig. 5 shows the ROC plot with the AUC of at most 1 for all 
the TIM plants.

B. Comparison With Other Medicinal Plant Classification 
Models

This section presents the performance comparison of the proposed 
model with other state-of-the-art techniques for medicinal plant 
classification. As the proposed model is trained and validated with 
the VNPlant-200 dataset, the training and validation performance 
of the proposed model is compared with theother models based 
on the same Mendeley dataset. The proposed model is also based 
on Inception network but with a residual connections-based deep 
transfer learning network. Incorporating the residual connection is 
better for training performance and validation performance. Table 
IV portrays the classification performance with machine learning 
algorithms. Table V shows the Classification Performance with 
Discriminant Analysis.

Table VI shows that the proposed model reaches the maximum 
training accuracy of 97.5 in the 20th iteration and the equivalent 
training time and prediction speed  of the proposed model–D2SE. 
Table VII  shows the results of testing samples with the label and its 
accuracy based on the number of learners and subspace dimension.
Researchers have recently proposed several other methods to identify 
medicinal plants from leaf images. The proposed model is compared 
with all the existing deep learning-based classification systems for 
medicinal with the same data set. Table VIII shows that the proposed 
deep transfer learning model provides the highest validation accuracy 
of 97.5% compared to all other models. It shows that the proposed 
model outperforms the other existing state-of-the-art deep learning 
models for identifying medicinal plants. Moreover, the proposed 
model D2SE is designed as Mobile application.
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TABLE IV. Dense Features – Classification Performance With Machine Learning Models

Sl. No. Classifier Total Misclassification Cost Training time (Secs) Prediction speed Accuracy
1. Linear SVM 201 393.78 76/sec 94.4

2. Quadratic SVM 173 2334.8 20/sec 95.2

3. Cubic SVM 170 670.98 33/sec 95.3

4. Fine Gaussian SVM 3123 889.36 23/sec 13.3

5. Medium Gaussian SVM 340 664.8 30/sec 90.6

6. Coarse Gaussian SVM 367 682.75 29/sec 89.8

7. Fine KNN 189 109.33 250/sec 94.8

8. Medium KNN 326 63.083 240/sec 90.9

9. Coarse KNN 792 64.776 240/sec 78.0

10. Cosine KNN 288 60.143 270/sec 92.0

11. Cubic KNN 337 1869.4 8/sec 90.6

12. Weighted KNN 265 68.86 260/sec 92.6

13. Gaussian Naïve Bayes 507 143.82 1000/sec 85.9

14. Kernel Naïve Bayes 592 61979 3/sec 93.6

15 Liner Discriminant Analysis 166 118.45 160/sec 95.4

TABLE V. Dense Features – Classification Performance With Discriminant Analysis

Sl. No. Discriminant Covariance structure Training time Prediction speed Accuracy
1. Linear Discriminant Analysis Full 118.45 160/sec 95.4

2. Linear Discriminant Analysis Diagonal 35.893 1400/sec 83.5

3. Quadratic Discriminant Analysis Full NA NA NA

4. Quadratic Discriminant Analysis Diagonal 15.628 1300/sec 85.9

5. Optimized Discriminant Full 1765.3 200/sec 95.4

6. Ensemble Subspace Discriminant Full 872.65 21/sec 97.5

Lorem ipsum

False positive rate
0

0

0.2

0.2

0.4

0.4

0.6

0.6

0.8

0.8

1

1

Positive class: 1
AUC = 1.00

ROC curve
Area under curve (AUC)
Current classifier

Tr
ue

 p
os

it
iv

e 
ra

te

(0.00, 1.00)

False positive rate
0

0

0.2

0.2

0.4

0.4

0.6

0.6

0.8

0.8

1

1

Positive class: 2
AUC = 1.00

ROC curve
Area under curve (AUC)
Current classifier

Tr
ue

 p
os

it
iv

e 
ra

te

(0.00, 0.99)

False positive rate
0

0

0.2

0.2

0.4

0.4

0.6

0.6

0.8

0.8

1

1

Positive class: 3
AUC = 1.00

ROC curve
Area under curve (AUC)
Current classifier

Tr
ue

 p
os

it
iv

e 
ra

te

(0.00, 0.99)

False positive rate
0

0

0.2

0.2

0.4

0.4

0.6

0.6

0.8

0.8

1

1

Positive class: 4
AUC = 1.00

ROC curve
Area under curve (AUC)
Current classifier

Tr
ue

 p
os

it
iv

e 
ra

te

(0.00, 0.96)

False positive rate
0

0

0.2

0.2

0.4

0.4

0.6

0.6

0.8

0.8

1

1

Positive class: 5
AUC = 1.00

ROC curve
Area under curve (AUC)
Current classifier

Tr
ue

 p
os

it
iv

e 
ra

te
(0.00, 0.96)

False positive rate
0

0

0.2

0.2

0.4

0.4

0.6

0.6

0.8

0.8

1

1

Positive class: 6
AUC = 1.00

ROC curve
Area under curve (AUC)
Current classifier

Tr
ue

 p
os

it
iv

e 
ra

te

(0.00, 0.97)

(a) Class 1 - ROC (b) Class 2 - ROC (c) Class 3 - ROC

(d) Class 4 - ROC (e) Class 5 - ROC (f) Class 6 - ROC

Fig. 5. D2SE- RoC plot.



Regular Issue

- 63 -

TABLE VIII. Performance Comparison of the Proposed Model With 
Other State-of-the-art Models

Authors Accuracy
(Almazaydeh, 2022) [38] 95.7%

D2SE (Proposed Model) 97.5%

V. Conclusion

This paper proposes a robust deep learning app to identify the 
diabetic plants from VNPlant200  data set using fused deep neural 
network (DNN) model with Discriminant Subspace Ensemble. First, the 
features are extracted using DenseNet20 and the LDA is used to reduce 
the redundant information in this feature matrix and improve the 
discriminant ability of feature representation, and a nearest neighbors 
technique is used to produce a subspace ensemble for final diabetic 
therapeutic medicinal plant image classification. The proposed D2SEis 
deployed as a mobile application. The experiment results indicate 
that the proposed model achieved a reasonable recognition rate and 
provide a theoretical framework for further research and development 
of a medicinal plant classification system and positively contribute to 
the sustainability of human health. Our future research will focus on 
the study of the classification of medicinal plant leaves based on the 
leaf vein features and edge features.

Data availability: This work is based on VNPlant-200 dataset. It is 
publicly available in:

https://github.com/kencoca/VietNam-Medicinal-Plant
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