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Abstract

The rise of Large Language Models (LLMs) has dramatically altered the generation and spreading of textual 
content. This advancement offers benefits in various domains, including medicine, education, law, coding, 
and journalism, but also has negative implications, mainly related to ethical concerns. Preventing measures to 
mitigate negative implications pass through solutions that distinguish machine-generated text from human-
written text. This study aims to provide a comprehensive review of existing literature for detecting LLM-
generated texts. Emerging techniques are categorized into five categories: watermarking, feature-based, 
neural-based, hybrid, and human-aided methods. For each introduced category, strengths and limitations 
are discussed, providing insights into their effectiveness and potential for future improvements. Moreover, 
available datasets and tools are introduced. Results demonstrate that, despite the good delimited performance, 
the multitude of languages to recognize, hybrid texts, the continuous improvement of algorithms for text 
generation and the lack of regulation require additional efforts for efficient detection.
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I. Introduction

With the increase of computer power and the availability of 
extensive datasets, Artificial intelligence evolve rapidly. In 

the area of Natural Language Processing (NLP), the introduction and 
diffusion of Large Language Models (LLMs) have transformed existing 
approaches due to their ability to achieve significant performance 
in different NLP tasks. In the early days, this included simply 
automated responses in customer service, conversation summaries 
like automated call transcriptions, news articles, and so on. As a result 
of technological evolution, machine-generated text has become more 
and more sophisticated and human-like [1]: modern systems use 
advanced algorithms and analyze vast amounts of data to produce 
natural and coherent text [2]. They are utilized in varied contexts and 
for different purposes: writing articles, providing customer support, 
and even creating educational content, as described in the following. 
This advancement led to the development of Large Language Models 
(LLMs), which have significantly changed the way in which people 
generate and interact with machine-produced text. LLMs reveal a 
significant capacity to generate text that matches human writing. 
This capacity makes distinguishing LLM-generated text from human-

written text hard. However, the machine-generated text could impact 
ethical issues such as exacerbating biases and stereotypes in training 
data or producing false or misleading content. Known issues related 
to machine-generated content rely on manipulating public opinion, 
spreading fake news, and plagiarism. So, despite the huge potential, it 
is important to use LLMs conscientiously to avoid cheating, dishonesty 
and low-quality responses [3] [4]. Preventing measures aiming to 
mitigate future implications of LLMs diffusion are necessary and pass 
through valid solutions distinguishing machine-generated text from 
human-written text. The present study intends to collect and analyze 
the most recent approaches in terms of detection and identification of 
generated text content. In particular, the research work aims to answer 
the following questions:

RQ1 What are the most recent methods for detecting LLM-
generated texts and their main limitations?

• Various detection methods are reviewed, including 
watermarking, feature-based, neural-based, hybrid, and 
human-aided approaches.

• Each method’s strengths and potential areas for improvement 
are highlighted.
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RQ2 What datasets are used for training detection models?
• The study examines the datasets utilized for training detection 

models.

• The advantages and limitations of these datasets in accurately 
identifying machine-generated texts are discussed.

RQ3 Are there state-of-the-art tools capable of addressing 
recent advancements in text generation?

• The study evaluates the effectiveness of current detection 
tools.

• Emphasizes the need for continuous development to keep pace 
with advancements in LLM capabilities.

The rest of the manuscript is structured as follows: Section II 
overviews LLMs’ functioning, their applications, motivations guiding 
this research work, and a focus on the targeting task: machine-generated 
text detection. Section III examines the existing literature review in the 
machine-generated text detection task, and Section IV outlines the 
research methodology. Section V delves into the detection methods, 
categorized into watermarking, feature-based, neural-based, hybrid 
and human-aided approaches. Section VI describes the characteristics 
of existing datasets and discusses their limitations, while some useful 
tools are examined in Section VII. Finally, Section VIII discusses the 
problems and limitations of examined detection methods, and Section 
IX concludes the manuscript.

II. Context and Background

LLM-generated text is the latest and most advanced form of 
machine-generated text. These models, such as GPT-4 and BERT, use 
deep learning to produce texts extremely close to those written by 
humans. The models are trained on massive datasets, including a huge 
variety of human language examples, allowing them to understand 
and mimic complex patterns, syntax, and meanings [5].

This section introduces LLMs, their application, and the motivations 
that guide this research work. Moreover, the objective of the considered 
literature is detailed.

A. LLM Fundamentals
Large Language Models are based on an advanced neural network, 

especially the Transformer architecture introduced by Vaswani et al. 
[6]. It is based on the following equation:

Each word in the sentence is converted into a numerical vector. Q 
(query) is the word vector, K (key) are the vectors for every word in the 
sentence, and V (value) are the value vectors. Softmax is the function 
that converts scores into a probability distribution. This formula allows 
the model to weigh the importance of each word within a sequence of 
other words.

Generation of text (contextually relevant and coherent) by LLMs 
like Xlnet depends from their autoregressive nature. Aurogressive 
models predicts future behaviour based on past behavior data. In the 
case of text, the subsequent word is predicted based on the previous 
ones [7].

B. Motivations
Due to their performance, LLMs are utilized in varied contexts 

and for different purposes: writing articles, providing customer 
support, and even creating educational content. The generated text 
is so impressively good that it is difficult to tell if it was written by a 
person or a machine. Nevertheless, LLMs could produce inaccurate 

information. This creates a challenge in identifying AI-generated 
content, which has led to the development of advanced detection 
techniques. The following are examples of LLMs’ applications and 
their risks:

• Education. LLMs can provide personalized and interactive 
learning experiences for students and may help teachers reduce 
their workload in order to focus on research [8]. According to Jeon 
and Seongyong [9], LLMs such as ChatGPT may help teachers 
by assuming supporting roles like interlocutor, content provider, 
teaching assistant and evaluator. However, according to specific 
subjects, LLMs’ performance and responses may have different 
accuracy grades. For instance, in Geometry [10], LLMs sometimes 
cannot provide accurate and reliable answers due to a lack of 
critical and logical thinking, leading to the necessity of human 
integration.

• Medicine. LLMs are starting to be used in the healthcare sector to 
enhance the well-being of both patients and doctors. ChatGPT and 
Med-palm 2, for example, have exhibited encouraging outcomes 
in medical assessments and addressing patient inquiries, even 
if they are still imperfect and have shown a lack of recency, 
accuracy and coherence. Therefore, at present, they cannot be 
deemed as a true replacement for medical professionals but 
rather as a supplementary tool in clinical, educational, or research 
environments [11]. They faced challenges in understanding 
cause-and-effect relationships between medical conditions and 
lacked sufficient medical knowledge to fully comprehend complex 
interactions [12].

• Coding. In the realm of software development, where creating 
applications involves writing code in various programming 
languages, the rapid progress of LLMs is proving beneficial. Feng 
et al. [13], in their research, have discovered that ChatGPT has 
been employed across many different languages - with Python 
and JavaScript emerging as the most widely utilized - for different 
coding tasks like debugging and testing. However, unlike common 
writing assignments, programming requires precise conformity 
to syntax and rules and great attention to possible vulnerabilities, 
making it notably challenging for generative models to produce 
top-notch and high-security code [13],[14].

• Law. LLMs are transforming how legal professionals work, 
enhancing their efficiency and accuracy in daily tasks such as 
legal research, contract drafting [15], empirical analysis (LLMs 
can be used to examine large volumes of legal texts, identifying 
trends and arguments) [16], assistance in contract negotiation 
and creation of legal contents [17]. However, there remains a 
significant risk of relying on inaccurate, outdated, or unsourced 
legal information [18].

• News Generation. Nowadays, journalists use LLMs to fabricate 
news to maximize the spread of content and take advantage 
of social networks. Nevertheless, the risk is a compromised 
authenticity of news as well as biased content [19].

As outlined, machine-generated content, on one side, can improve 
and facilitate the work; on the other side, it can undermine academic 
and journalistic integrity, intellectual property [20], transparency, and 
ethics [21]. Knowing the state-of-art in terms of solutions to recognize 
the nature of content could help in developing more suitable solutions, 
regulating the use of genAI [22] and, finally, improving generative 
models themselves.

C. Machine-Generated Text Detection Task
This literature review intends to collect and discuss the state of 

the art in terms of approaches for detecting machine-generated text. 
The machine-generated text detection task consists of automatically 
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detecting content generated by LLMs. It can be solved as a binary 
classification problem or by setting a threshold. From a mathematical 
perspective, it can be formalized as a binary classification problem, 
seeking to determine if a given text is generated by an LLM or by a 
human writer [5].

Given a text t and a Detector D(t), the equation is the following:

Setting a threshold can contribute to another way to define the 
detection task. Given an input text, the text detector outputs a score. 
A score higher than the threshold indicates a machine-generated 
text [23].

III. Related Works

The detection of generated text is a hot research field to explore. In 
fact, several works in the literature have reviewed the main techniques 
used to perform this task. One of the early technique reviews goes 
back to 2016 [24]. From then on, the wide ever-increasing use of LLMs 
definitely complicated generated text detection. As a consequence, 
the research started to be more attentive to the text generated by 
these models, and scientists began investigating and publishing new 
machine-generated text detection methods [25]. With ChatGPT’s rise, 
there was a further increase in LLM-generated text reviews, such as the 
approach proposed by Dhaini et al. [26]. This research line has become 
the main one as it has been supported by many different works, which 
have inspired this work as well. In detail, a further step has been made 
by a work that introduces a first kind of categorization by dividing 
feature-based and neural-language model approaches [27]; another 
work [28] divides the task into black-box and white-box detection, 
introducing a novel template followed by successive works; another 
method [29], following the black-box and white-box structure idea, 
added three categories of detection methods: training-based, zero-shot-
based and watermarking methods. Moreover, interesting research [23] 
highlighted the weaknesses of existing text detection techniques (e.g., 
text paraphrasing). At the same time, the review work by Uchendu et 
al. [30] has introduced the hybrid methods category for the first time. 
The most exhaustive study, considering the state-of-the-art methods 
to date, is the one proposed by Wu et al. [5] that covers many method 
categories. It presents useful sections for the ones dealing with the 
phenomenon of generated text detection, providing details regarding 
the most popular datasets and benchmarks useful for this task and 
underlining the research limitations in generated text detectors.

The proposed survey begins by exploring various risks associated 
with multiple application domains of machine-generated text, 
underscoring the urgent need for robust detection methods. Compared 
to previous surveys, it is more up-to-date and provides a thorough 
analysis of the strengths and weaknesses of current approaches. In 
addition, the survey offers an in-depth discussion of the datasets 
used to train learning models, highlighting current limitations in 
terms of data quality and diversity, and summarizes the performance 
evaluation of state-of-the-art tools. Finally, emerging challenges, such 
as issues related to the adopted languages and the lack of regulatory 
frameworks, are discussed.

IV. Research Methodology

The papers guiding this study are harvested from relevant search 
engines like Scopus, DBLP, and Scholar by exploiting specific queries: 
LLM-generated text detection, machine-generated text detection, and 
authorship attribution. Moreover, Scimago has been adopted to filter 
more relevant journals, while the International CORE Conference 

Rankings (ICORE) for conferences. The authors’ H-index was 
considered in the case of very recent preprint versions. During the 
collection, journals with an h-index higher than 10 and conferences 
with a performance class that ranges from A to B were considered. 
Concerning preprints, the works created by authors with an h-index 
higher than 10 or those with a number of author citations higher than 
35 were selected. Fig. 1 shows the distribution, by year, of the last six 
years of literature on the generated text detection task, highlighting a 
peak after the introduction of GPT. Results are summarized in Table I.
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Fig. 1. The distribution, by year, of the last six years of literature on the 
generated text detection task.

V. Generated Text Detection Methods

This section analyzes the detection methods emerging from the 
analysis in detail and arranges them into five categories: watermarking, 
feature-based, neural-based, hybrid and human-aided approaches.

A. Watermarking
Watermarks are embedded signals in the generated text that are 

invisible to humans but can be detected involving the use of algorithms. 
Text watermarking implements patterns into the generated text to tell 
the difference between large language models (LLMs) generated text 
and a human-generated text [36],[68]. Watermarking must be effective 
(the coherence of the generated text must be preserved), invisible (it 
should smoothly blend into the text), robust (it requires being difficult 
to eliminate [28] resisting to corruption or attacks [42]).

1. Data-Driven Watermarking
The aim of data-driven methodologies is to assess the property of 

data. Using patterns or tags within the training datasets these methods 
can check if the data is copied or used for malicious ends. Adding a few 
samples with hidden watermarks (backdoor insertion) to the training 
data can help language model creators detect if their models are being 
used by bots on platforms like Twitter to spread fake news. Thus, the 
model learns a secret function set by the creator. The watermark is 
very robust even in case of a model being fine-tuned for other specific 
tasks [31].

Succeeding studies have identified weaknesses in this technology, 
revealing that it can be easily manipulated.

Lucas et al. [32] found that inserting triggers made from uncommon 
markers makes them difficult to detect.

Triggers constructed with ordinary words are less effective for 
watermarking because the presence of common word combinations 
in natural text poses a risk of false positives, text incorrectly detected 
as generated by a language model when it was actually authored 
by a human. Additionally, watermarks based on common words are 
way easier to detect. Research by Tang et al. [33] demonstrates that 
incorporating just 1% of watermarked samples improves traceability in 
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datasets, facilitating better management and safeguarding of language 
models. It should be noted that data-driven approaches primarily 
aim to safeguard dataset copyrights, thus typically offering limited 
payload capacity and applicability. Furthermore, implementing these 
methods in detecting text generated by LLMs demands substantial 
resources, such as embedding watermarks across extensive datasets 
and retraining the models.

2. Model-Driven Watermarking
This kind of method integrates watermark signals directly into 

Large Language Models. They do so intervening on the logits 
distribution or on the token sampling.

Logits-Based Methods
The watermark of Kirchenbauer et al. [34] comes in the decoding 

step. So before choosing the next word, watermarking randomly 
excludes a portion of the possible words (blacklisted). Limiting the 
model’s choice to the remaining options (whitelisted). The seed 
for the random number generator that chooses which words are 
blacklisted is the last word of the input. In this way, the blacklist can be 
reconstructed at any time. This procedure is applied at each generation 
of the next token. To detect generated text by a language model, one 
needs to detect the watermark counting the blacklisted words in the 
generated text. Obtaining the blacklist means knowing the random 
number generator used to choose the blacklist words and the seed. 
The watermarked language model would not use blacklisted words 
because it can not, but humans would definitely use blacklisted terms. 
So, a text using only whitelist words is highly likely to be AI-generated, 
and even a short text can be classified with relatively high certainty. 
Recent research conducted by Kirchenbauer et al. [35] demonstrates 
that watermarking remains effective even when watermarked text 
is manually rewritten, paraphrased by non-watermarked LLMs, or 
integrated into longer handwritten documents.

However, to generate and detect watermarks it is needed a secret 
key poses potential security vulnerabilities. In response to this matter, 
a research [36] introduced the first private watermarking algorithm. 
This method employs separate neural networks for watermark 
generation and watermark detection. In this way, two different keys 
can be used.

Additionally, both networks share a section of the parameters, 
enhancing the detection network’s efficiency and accuracy. Existing 
watermarking methods for LLMs only contain one bit of information 
(whether it is generated from an LLM or not) and cannot flexibly give 
information such as model version, generation time, user ID, etc. In 
this sense, Wang et al. [68] conducted the first study on the topic 
of Codable Text Watermarking for LLMs (CTWL) that allows text 
watermarks to carry more customizable information including which 
model generated the text and when.

Token Sampling-Based Methods
Token sampling on language models represents the process 

of selecting subsequent words (tokens) following a probability 
distribution. Token sampling entails randomness so that the resulting 
text becomes unpredictable. Methods utilizing token sampling for 
watermarking use random seeds or specific patterns to guide the 
token sampling mechanism. The method proposed by Kuditipudi et 
al. [69] used a secret key, which is a set of random numbers, to control 
token sampling. This token sampling operation is incorporated into 
the language model so that the output text contains an embedded 
watermark. To detect watermarks, the confidential key is used to 
line up the text with the arbitrary numbers. This hidden number 
makes it possible to recognize and recover the watermarks from the 
watermarked text. Paraphrasing would be difficult in this technique. 
Another recent work is SemStamp [37], which involves the use of 
Locality-Sensitive Hashing (LSH) to watermark sentences generated 
by the language model. Locality-Sensitive Hashing is a method that 
maps similar points in semantic space to adjacent positions in hash 
space. It subdivides the semantic space into two regions: one with 
watermarks and another without watermarks. This facilitates the 
identification of watermarked sentences during the detection phase. 
From the experimental results, SemStamp is more robust when it 
comes to the common type of paraphrasing attempts that involve two 
adjacent words than the other existing methods and is more effective 
in maintaining the quality of text generation.

3. Post-Processing Watermarking
Post-processing watermarking is the practice of adding a watermark 

by modifying the generated text by a LLM.

TABLE I. Summary of Evaluated Approaches

Category Sub-categories Overview Advantages Limitations

Watermarking

Data-Driven [31][32] [33]

Allows checking whether a given text has 
been generated by a model that uses a 
watermark.

Effective against attempts to remove 
or modify it. Compatible with any 
LLM. Minimal to no effect on the 
quality of a generated text.

Foolable through 
paraphrase. Needs the 
willingness to apply.

Model-Driven [34][35] [36] [37]

Post-Processing [38] [39] [40] 
[41][42] [43]

Neural-based [44]

Feature-based

Stylistic Feature and 
Stylometry [45] [46] [47]

Leverages measurable and evident 
differences between human and generated 
texts in terms of syntax, grammar, and other 
linguistic particularities.

Flexible and less computationally 
intensive. Makes the decision-
making process transparent and 
comprehensible.

Susceptibility to 
perturbations (e.g., word 
substitutions). Difficulty 
in transferring features 
across architectures.

Frequency Features [48]

Statistical Metrics [49] [50] [51]

Neural-based

Feature-based [30][52] [53] [54]

Exploits the architecture of deep neural 
networks.

Effective in capturing the complex 
linguistic nuances present in texts. 
Robust against small mutations 
in text. Efficient in different 
application scenarios.

Strictly related to 
domains and languages 
of training datasets and 
to the adopted model 
for generating text.

Pre-training [54][55]

Fine-tuning Classifier [56] [55]

Zero-shot [57] [56][58]

Human-aided
[59] [60] [61] 
[62] [63] [64]

Combines features-based or neural 
techniques with human analysis and review.

Enhanced accuracy thanks to 
human review.

Strictly related to 
human skills.

Hybrid
[65] [66] [67]

Combines multiple methodologies.
Hard to obfuscate the style and 
deceive detection systems.

High complexity and 
computational costs.
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Character-Level Methods
In the past, watermarking was done by inserting or substituting 

unique Unicode characters in a piece of text. With these techniques, 
the characters convey encoding information but they are invisible to 
the human eye.

Lip Yee Por et al. [38] proposed UniSpaCh, a method for hiding 
data in Microsoft Word documents using Unicode characters, which 
enhances embedding efficiency and resists attacks while preserving 
the document’s original appearance.

Word-Level Methods
Yang et al. [41] proposed a natural language watermarking scheme 

based on context-aware lexical substitution. They employ BERT [70] 
to suggest lexical substitution candidates by inferring the semantic 
relatedness between the candidates and the original sentence. A 
watermark insertion model [40] detects alterations in the text even 
in the presence of paraphrased content. The process of watermarking 
insertion is based on a methodology that selects and replaces words 
with synonyms to embed watermarks in sentences while preserving 
grammatical integrity. They also use BERT for watermarking detection 
because it possesses the capability to recognize sentence modifications 
and distinguish between marked and unmarked sentences. In another 
work [42], features like proper nouns and words’ grammatical 
dependency, that are semantically or syntactically fundamental 
components of the text and, thus, invariant to minor modifications in 
texts, are identified and used as anchor points to pinpoint the position 
of watermarks. It is a multi-bit watermarking framework able to 
embed adequate bits of information and extract the watermarks in a 
robust manner despite possible corruption, such as copy-paste attacks, 
substitution attacks, paraphrasing attacks, etc.

Yang et al. [43] present a method that uses a binary encoding 
function. This function associates binary codes to words, in an 
arbitrary manner. For example, a word like “happy” could be replaced 
with “joyful” if it represents a “1” in the binary code, while “sad” might 
remain unchanged if it represents a “0”.

Neural-Based Approach
An Adversarial Watermark Transformer (AWT), an innovative 

system that automates the entire process of embedding watermarks 
into texts, is proposed [44]. It utilizes the Transformer to learn how to 
replace specific words with others that carry a secret binary message. 
With this approach, the algorithm handles everything, from selecting 
words to embedding the watermarks, without the need for manual 
intervention. Additionally, AWT leverages adversarial techniques, 
meaning it trains itself to be resistant to attempts at watermark 
detection and removal.

Three watermark networks are taken into consideration in neural-
based approaches: an encoder, a decoder and a discriminator.

The encoder generates a modified text that incorporates the 
watermark, which can be a sequence of binary bits. The modifications 
in the text must be minimal to preserve the readability and naturalness 
of the text. The decoder extracts the watermark from the modified text 
produced by the encoder network. The discriminator distinguishes 
between the original text and the watermarked modified text. Its aim 
is to prevent the encoder from significantly altering the text. During 
training, the discriminator tries to identify which text has been 
modified by the encoder while it attempts to make the modified text 
as similar as possible to the original text to fool the discriminator.

The performances are considered satisfactory if the encoder 
successfully embeds the watermark into the text in a way that makes 
it difficult to detect, the decoder is capable of accurately retrieving 
the message and the discriminator canâ€™t notice the difference an 
authentic text and a watermarked one.

4. Advantages of Watermarking
Watermarking is an adequate choice for many reasons. A watermark 

remains effective even when attempts are made to remove or modify it 
[34]. Additionally, it is compatible with any large language model and 
has minimal to no effect on the quality of the generated text.

5. Limitations of Watermarking
Despite their applicability, there are multiple ways to fool 

watermarking algorithms. By knowing the blacklist, the tokens in 
it can be used within the text. But brute-forcing their way to the 
blacklist means that the attacker queries the API a lot of times with 
the same input, in which case, the API provider can monitor and 
detect this malicious activity. Another way to attack watermarking is 
by doing word substitutions: the rewritten text will not be detected by 
watermarking. The attacker could also use a non-watermarked model 
to paraphrase the output of a watermarked model. Making minor 
adjustments, such as inserting spaces, emojis, or misspellings, can 
impact watermark detection. The main disadvantage of watermarking 
is that it can only be implemented when individuals and organizations 
are willing to apply it to their language models. In addition, existing 
tools are applicable to language models that do not implement 
watermarking. Future strict regulations about it could help implement 
this technique.

B. Feature-Based Methods
Feature-based methods leverage the fact that there are measurable 

differences between human and AI-generated texts in terms of syntax, 
grammar, and other linguistic particularities.

Munoz-Ortiz et al. [71] made a quantitative analysis comparing 
human-written English news text with output from LLMs of the 
LLaMa family. Their research leads to important discoveries about:

• Sentence Length Distribution: Human texts exhibit more 
scattered sentence length distributions compared to LLM-
generated texts.

• Dependency and Constituent Types: Human texts show a 
distinct use of dependency and constituent types. 

• Emotions: Human texts display more aggressive emotions (e.g., 
fear and disgust) than LLM-generated texts.

• Language Characteristics: LLM outputs use more numbers, 
symbols, and auxiliaries than human texts. Additionally, LLMs 
employ more pronouns.

• Sexist Bias: The sexist bias prevalent in human texts is also 
expressed by LLMs.

Following the listed aspects, the current section shows the 
evolution of feature-based methods in distinguishing between human 
and AI-generated content, categorizing features into three main types: 
Stylistic Features, Frequency Features, and Statistical Metrics.

1. Stylistic Features and Stylometry
Stylometry is the quantitative analysis of literary style. It involves 

examining various linguistic features, such as specific vocabulary and 
verbs, syntax, sentence structure and length, fluency and consistency, 
to identify patterns and similarities/differences between texts or 
authors. It is commonly applied in fields such as forensic linguistics, 
literary studies, computational linguistics and authorship attribution.

Stylometry demonstrated its effectiveness in spotting fake news 
written by humans, but it has not the same effects in spotting fake news 
generated by machines [46]. Thus, to achieve more reliable results, 
it may be useful to integrate Stylometry with other methodologies. 
For instance, Abiodun Modupe et al. [45] have proposed a method 
called RDDN that uses a neural network to extract lexical stylometric 
features. These stylometric features are fed into a bidirectional 
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encoder to generate a vector representation of syntactic features, and 
the vector is then used by a bidirectional decoder to learn the writing 
style of an author.

In a recent study, Kumarage et al. [47] presented an algorithm 
using stylometric signals to measure stylistic changes in human and 
AI tweets to detect AI-generated tweets.

Their experiments succeeded in showing that stylometric features 
(specifically the ones related to phraseology, punctuation, and 
linguistic diversity) effectively enhance AI-generated text detection.

Other examples of mixed methodologies based on stylistic features 
will be presented and discussed in Section E.

2. Frequency Features
Frequency features refer to the repetition of specific terms, the 

distribution of word sequences, the number of punctuation marks, 
and the frequency of grammatical errors [27]. In their work, Frohling 
et al. [48] developed a feature-based classifier that leverages various 
features, including those related to the concept of repetitiveness. This 
can be measured by counting the number of stop-words, unique words, 
and words from ”top-lists” within a text. They specifically looked 
at the overlap of n-grams for words (lexical repetition) and part-of-
speech tags (syntactic repetition) in consecutive sentences, under the 
assumption that human text tends to be less repetitive than generated 
text in both sentence structure and word choice.

3. Statistical Metrics
Metrics such as perplexity and entropy are crucial in evaluating 

the predictability and variability of a text. This section exposes some 
examples of how perplexity, burstiness, entropy and density can be 
used in a generated-text detection task.

Perplexity is a metric that measures how well a probability model, 
such as an LLM, predicts a sample.

Specifically, it assesses the model’s uncertainty in predicting the 
following word to choose, based on the preceding words, to continue 
a phrase.

Language models token sampling depends on common patterns in 
the training data. Therefore, LLM-generated text is characterized by 
low perplexity. In contrast, humans express themselves using non-
identical styles, exhibiting higher perplexity values [49].

Burstiness measures the sentence complexity. Humans vary their 
sentences a lot when judging by the length and the number of rare 
words they use. So, burstiness has something to do with the fact that, 
for example, rare words usually do not occur very often in writing, but 
when they do, they start to happen a lot for a sentence or two, then not 
anymore. Language models are more constant in the way they write 
out their sentences. So going on sentence by sentence, one can plot 
the complexity of each sentence. For humans, these values will vary a 
lot, while for models, the value will be quite similar for all sentences. 
Then, a bumpy burstiness graph will likely belong to a human text, 
while a more constant graph will belong to an AI-generated text. 
GPTZero1 is an example of a tool applying Perplexity and Burstiness 
to detect AI-generated text content.

While perplexity focuses on the model’s predictive accuracy for 
specific word sequences, Entropy quantifies the overall uncertainty 
and randomness in word distribution across a text. In the past, 
researchers have shown that human-written texts generally exhibit 
higher entropy due to their varied word choices, whereas AI-generated 
texts often demonstrate lower entropy as they tend to follow more 
structured conventions [59]. However, as models like GPT-3 and 
GPT-4 advanced, they became capable of generating more diverse 

1 https://gptzero.me/

and contextually rich text, closely mimicking human variability and 
resulting in higher entropy. Recent findings by Mitchell et al. [50] 
support this new perspective. They observe that entropy correlates 
positively with the likelihood of a passage being identified as fake. 
Therefore, the assumed high average entropy can serve as an indicator 
of machine-generated text.

Uniform Information Density (UID) is a statistical metric 
based on the assumption that humans tend to distribute information 
uniformly along their text. By analyzing UID-based features, the GPT-
who detector [51] captures the unique statistical signature of each 
author, both human and artificial.

4. Advantages of Feature-Based Methods
Feature-based approaches simplify the understanding of the model’s 

decision-making process. The discussed techniques, in fact, make the 
process more transparent and comprehensible by concentrating on 
particular, quantifiable aspects of the text [72]. Moreover, they are 
very “flexible” because it is possible to select specific features and 
adapt the model to particular types of text and writing styles. They are 
also less computationally intensive, requiring fewer resources and less 
time than more complex models like deep learning.

5. Limitations of Feature-Based Methods
Despite the numerous existing feature-based models mentioned, 

there are various issues associated with them that sometimes 
lead to poor performance. Perturbations (e.g., word substitutions, 
alterations of characters and words, introduction of spelling errors) 
can significantly reduce the accuracy of these detectors [5]. Moreover, 
feature-based models present weaknesses related to the difficulty 
of transferring specific features between different architectures and 
sampling methods [48].

C. Neural-Based Methods
In this section, approaches to neural networks are explored by 

distinguishing between more classical networks and the adoption of 
pre-trained models or few-shot prompting.

1. Feature-Based Classifiers
Feature-based classifiers can be further differentiated based on the 

characteristics (features) extracted from the data.

Linguistic Feature-Based Classifiers
When comparing texts generated by large language models (LLMs) 

with those written by humans, noticing the linguistic differences 
is crucial to train classifiers that can effectively distinguish them. 
Text elements can be categorized based on the style of the text, the 
complexity, the semantic, the psychological, and the knowledge-based 
characteristics.

These characteristics are extracted mainly by statistical techniques. 
Subsequently, a classification model can be trained through machine 
learning techniques [30].

Among the various methods to detect text generated by artificial 
intelligence, Shah et al. [73] have constructed a classifier based on 
stylistic features such as frequency analysis of word pairs, language 
characteristics and lexicographic characteristics. These classifiers 
based on linguistic characteristics seem to be very beneficial and 
useful in distinguishing between human-generated and AI-generated 
texts, but they have flaws that cannot be overlooked: their ability to 
detect LLM-generated misinformation is limited [5].

Model Feature-Based Classifiers
In addition to the linguistic characteristics, classifiers based on the 

characteristics of the model have also received considerable attention 
from research in the field. It is about classifiers that are able to detect 
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texts generated by LLMs and trace the origin of the text. In particular, 
the research made by Su et al. [53] considers the log-rank. However, 
these methods have a common drawback: they all require access to the 
source model’s logins, so these templates are ineffective when applied 
to closed sources where the logins are inaccessible.

2. Pre-Training Classifier
Famous pre-learned models, such as Roberta [74], have shown 

superior performance than traditional machine learning methods and 
deep learning in text categorization tasks. The 2019 studies identified 
the improved large language models (LLMs) as Roberta among the 
best to detect texts generated by other LLMs. These models achieved 
an average accuracy rate of 95% in their respective fields, surpassing 
zero-shot and watermarking methods and showing good resistance 
to different attack techniques. However, like other similar models, 
these improved encoder-based models are not very robust [54], [75] 
because they tend to depend too much on training data, leading to a 
drop in performance with data from different or new domains. Despite 
this, Roberta-based detectors show remarkable robustness potential, 
requiring only a few hundred labels to achieve impressive results [55].

3. Fine-Tuning
Fine-tuning, in the field of machine learning and artificial 

intelligence, is the process of adapting a pre-trained model to a 
new specific task. Studies of machine-generated text detection have 
examined how a detection algorithm, such as Roberta, can be trained 
on a dataset other than that used by an attack model such as GPT-
2. It turned out that by perfecting the detection model with only a 
few hundred samples identified by experts, the detector can greatly 
improve in adapting to different types of data [55]. This is useful in 
real situations when a general detector has to deal with a specific 
attack pattern. When a defender identifies text samples generated by 
an improved attack model, these examples can be used to make the 
detection model even more effective [27].

4. Zero-Shot
With the aim of detecting machine-generated text, zero-shot 

approaches have increasingly become used by researchers and 
developers. This is related to the fact that zero-shot methods do 
not need fine-tuning. Some studies show that smaller models of 
generated text can be used to detect text generated by larger models 
[57], [58]. This ability decreases as the scale difference grows, while 
on the contrary, the ability to predict smaller architectures can be 
very beneficial, as recreating large models with a large number of 
parameters is highly expensive [27].

5. Advantages of Neural-Based Methods
Neural-based methods are particularly effective in capturing the 

complex linguistic nuances present in texts by considering specific 
attributes of advanced models such as ChatGPT [76]. Moreover, fine-
tuning can improve the ability to recognize modified texts, making 
them robust against small mutations in text where even pre-trained 
models may fail [77].

6. Limitations of Neural-Based Methods
Neural-based methods, generally speaking, need labeled datasets, 

and their performance and applicability are strictly related to 
reference domains. Moreover, research findings indicate that the zero-
shot approach generally underestimates a simple TF-IDF baseline 
when attempting to detect output from a generative model that has 
been developed on a different domain. Because attackers can adjust 
generative patterns for different purposes, this represents a notable 
weakness in the zero-shot approach using generative models for 
detection without tuning [56].

D. Human-Aided Methods
Methods combining features-based or neural techniques with 

human analysis have been proposed to enhance review capabilities. 
This integration provides crucial human oversight for trustworthy AI 
systems but presents scalability challenges due to the need for trained 
analysts capable of confidently identifying machine-generated text. 
For example, GLTR (Giant Language Model Test Room) [59] uses a 
method called “top-k sampling” to highlight words, but this method 
has been mostly replaced by “nucleus sampling,” used in newer models 
like GPT-3. So, it would probably be difficult for untrained people 
to detect texts created by the more recent and advanced models. To 
overcome this limitation, RADAR tester [60] displays the probability 
each model assigns to a text being AI-generated. A value close to 1 
suggests a “high likelihood of AI generation,” while a value close to 
0 indicates a “high likelihood of human authorship.” It also implies 
that the material is probably produced by a human if the models have 
significantly different probabilities. Using this information, a human 
reviewer can effectively assess whether a text was created by a human 
or an AI.

1. Advantages of Human-Aided Methods
The advantage of these approaches is that they need human 

support and oversight, which can mitigate the risks associated with a 
completely autonomous decision-making. This presence also ensure a 
greater trustworthy in the AI technologies [27].

2. Limitations of Human-Aided Methods
The greatest weakness of Human-Aided Methods is that they 

are strictly related to the competences (or inabilities) of a human 
reviewer. Human performance in distinguishing machine-generated 
text has been extensively studied. Research indicates that untrained 
individuals often perform no better than chance when distinguishing 
texts generated by models like GPT-3. However, with some training 
[61], the accuracy can improve to around 55%.

E. Hybrid Methods
In this section, various hybrid approaches combining and 

integrating multiple different methodologies to enhance accuracy and 
reliability in the detection task are explored.

TDA-based detector [65] employs an innovative approach 
that combines Transformer-based and statistical methodologies 
to distinguish between human-written and generated texts. This 
system uses BERT to understand the meaning of words in the 
context of a text and create detailed representations of them. These 
representations are then analyzed using Topological Data Analysis 
(TDA), a mathematical technique that studies the shape and structure 
of connections between words.

CoCo (Coherence-based Contrastive Learning Model) methodology 
[66] combines graph-based coherence representation with contrastive 
learning techniques, aiming to achieve high accuracy in distinguishing 
between diverse types of textual content. Specifically, CoCo looks at 
how well the sentences in a text stick together and make sense as a 
whole (coherence information) and then turns this information into 
a graph that helps it understand the relationships between different 
parts of the text. Moreover, contrastive learning helps the model learn 
better by comparing different texts and focusing on their differences, 
even under low-resource scenarios.

DIDAN [67] is a tool created to detect fake news articles by analyzing 
both the text and the images together. It uses a BERT encoder to 
understand the text and examines the visual-semantic representations 
to investigate the relationship between the text and images and 
understand if they match up logically. Additionally, each article is given 
a score to show how likely it is to be written by a human.
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1. Advantages of Hybrid Methods
Modern and advanced hybrid approaches for authorship attribution, 

which combine multiple methods, make it more complicated and 
challenging for both human authors and LLMs to obfuscate their style 
or deceive detection systems, especially when it comes to artificially 
generated texts [30]. Moreover, by leveraging both traditional and new 
technologies, detectors can benefit from different strengths, related to 
each specific component, and give exhaustive results [78].

2. Limitations of Hybrid Methods
The main problem related to Hybrid approaches is that, requiring 

the integration of multiple models, the overall complexity inevitably 
increases, necessitating of considerable computing power and memory 
resources. This reflects a greater issue of scalability and the need for 
optimization for large volumes of data.

VI. Detection Datasets

From the literature analysis, emerging frequently adopted datasets 
are ones grouped in Table II. They are not all strictly related to the 
machine-generated text detection task but are derived from different 
natural language processing tasks. In many analyzed works, in fact, 
existing datasets are adopted as examples of human-written text, while 
machine-generated text is produced ad-hoc by a selected LLM. This 
means that learning models’ capacity to identify generated content 
is often related to the application domain of the adopted dataset and 

the LLM adopted to produce new text. Another important limitation 
concerns the fact that the majority of the corpus is written in English. 
This means that constructed models are more powerful in detecting 
generated text in English.

VII. Detection Tools

Considered literature also includes the performance evaluation of 
tools for machine-generated text detection available at the state-of-
the-art level. This section tries to summarize their results in order to 
highlight possible practical solutions to apply or provide a benchmark 
for new implementations. The section also investigates how the 
detectors have been developed.

Copyleaks2 combines many techniques. Trillions of data were 
collected from universities and enterprises worldwide to train the 
model. TurnItIn3 model is trained on AI-generated and academic 
writing. They also gave significance to the language they considered. 
Indeed, they included second language learners or texts written by 
people who use English but who are not native speakers. The training 
data is based on different subject areas. Scribbr4 uses the analysis of 
stylistic patterns and sentence structure, and it employs algorithms 
that have been trained on big collections of content written by humans 

2 https://copyleaks.com/ai-content-detector
3 https://www.turnitin.com/
4 https://www.scribbr.com/ai-detector/

TABLE II. Summary of Used Datasets

Corpus Adopting Papers Language Task

C4 [79] [34] [36] [68] [35] [36] [69] English Language Modelling

RealNews [57] [48] [65] [66] [67] [37] English Text Generation, Language Modelling, Fake News Detection

Webtext [80] [48] [60] [64] [65] English Text Classification, Text Generation, Language Modelling

WikiText-2 [81] [41] [44] [42] English, Spanish, German, Swedish Text Generation, Language Modelling

IMDB [82] [41] [42] [31] English Text Classification, Language Modelling, Paraphrase Identification

AgNews [83] [41] [31] English Text Classification, Zero-Shot Text Classification, Anomaly Detection

SQuAD [84] [50] [60] Multilingual Question Answering, Question Generation

WritingPrompts [85] [60] [61] English Text Generation, Language Modelling, Story Generation, Natural 
Language Understanding

CoAuthor [86] [87] [88] English Text Generation

PubMed [89] [49] Multilingual Text Summarization, Language Modelling

WMT16 [90] [50] English, French, German, 
Russian,Czech, Finnish, Romanian

Machine Translation

PubMedQA [91] [50] English Question Answering, Language Modelling

RecipeNLG [92] [61] Multilingual Text Generation

Common Crawl [93] [66] English Language Modelling, Generated-Text Detection

NeuralNews [94] [67] English Generated-Text Detection

DialogSum [95] [32] English Text Summarization, Dialogue Generation, Abstractive Text 
Summarization

DBpedia [96] [36] English Text Classification

HC3 [97] [43] English, Chinese Text Classification, Question Answering, Sentence Similarity, Zero-
Shot Classification

GLUE [98] [31] English Text Classification, Natural Language Inference, Semantic Textual 
Similarity, Natural Language Understanding, Semantic Textual 
Similarity within Bi-Encoder

SNLI [99] [31] English Natural Language Inference
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and generated by machines. Originality.ai5 uses supervised learning 
with several models, including BERT and a version of Roberta, and 
it has been trained on millions of examples of generated and human 
text. ZeroGPT6 utilizes the so-called DeepAnalyse technology (a multi-
stage methodology developed by ZeroGPT’s team) to determine the 
origin of a given text, leveraging a deep learning methodology trained 
on different kinds of datasets. Content at Scale7 uses both natural 
language processing and a trained model to identify specific aspects 
that lead to a higher likelihood of a text being detected as AI-generated, 
for example, by predicting likely next-word choices and recognizing 
sentence structure. Details about the model used by Writer8 are not 
publicly available.

Table III contains a summary of aforementioned tools by reporting 
their performance in terms of Accuracy [100] [101]. It highlights 
interesting performance even for free solutions. Nevertheless, one 
must take into account that, in general, the performance of available 
tools decreases with the adoption of GPT-4 [102] or by paraphrasing 
the text [103].

VIII. Discussion

Reviewing the existing methodologies for distinguishing between 
human-written and machine-generated texts revealed some ongoing 
problems and limitations. These aspects must be taken into account 
when developing new discriminators or methodologies to enhance the 
effectiveness of proposed solutions.

A. Languages
Current methodologies may perform well for English texts but may 

not produce the same results for other languages [104].

The variation in grammar, syntax, and idiomatic expressions 
presents a significant challenge. Findings indicate that most existing 
black-box methods are ineffective when applied in multilingual 
environments, with statistical approaches significantly trailing behind 
fine-tuned models [105]. So, it is crucial to develop approaches that are 
effective across a wide range of languages [106].

5 https://originality.ai/ai-checker
6 https://www.zerogpt.com/
7 https://contentatscale.ai/ai-content-detector/
8 https://writer.com/ai-content-detector/

B. Hybrid Text
With the increase in hybrid texts, which combine human content 

with generated content, the analysis of such texts becomes more 
complex. Current methodologies may not be robust enough to handle 
this complexity, necessitating adaptations or new strategies specifically 
for hybrid texts [87]. Zeng et al. [88] highlight that generated-text 
detection with hybrid texts is tough for several reasons:

1. Human writers often select and edit machine-generated phrases 
based on their personal style;

2. The swap of authorship between adjacent sentences creates 
difficulties for segment detectors;

3. Brief text segments give little stylistic evidence, not allowing 
definitive authorship identification.

C. New-Generation LLMs
New large language models are rapidly developing, bringing 

new capabilities and challenges. Continuously testing and updating 
discrimination methods is essential to ensure that evaluations remain 
accurate and relevant because methodologies that worked well with 
previous models may no longer be effective [107].

D. Lack of Regulation
The application of regulations by LLM developers would be useful 

in making the generated text a more reliable tool and less prone to 
misuse. In particular, measures like the AI Act [108] and the Telephone 
Consumer Protection Act [109] aiming to regulate artificial intelligence 
adoption should be fine-tuned.

IX. Conclusions

Despite the significant progress in the generated-text detection 
task, there are still many challenges to address. Indeed, the 
effectiveness of current detection methodologies is strictly related 
to the application context and the complexity of the text under 
analysis. Recent methods, such as those using Transformer models, 
show promising results in terms of accuracy but require many 
computational resources and may be less effective for multilingual 
contexts or short texts. In contrast, traditional statistical methods 
need fewer resources but suffer from limitations in terms of precision 
and adaptability to complex texts.

TABLE III. Performance of Detection Tools

Detector Accuracy [100] Accuracy [101] Fee Overview

Copyleaks 100% 91% Free with 
limitations

Details about the model are not publicly available.

Turnitin 100% - Institutional 
subscription

The model is trained to detect wordprobability differences, leveraging the principle 
that AI generates words predictably, while human writing is more varied and 
unpredictable.

Originality.ai 98% - $0.01 per 100 
words

The tool uses supervised learning with several models, including BERT and a 
version of Roberta.

Scribbr 88% - Free with 
limitations

The tool uses the analysis of stylistic pattern and sentence structure. It employs 
algorithms that have been trained on big collections of content written by humans 
and generated by machines.

ZeroGPT 87% - Free with 
limitations

The tool utilizes a multi-stage deep learning methodology (DeepAnalyse) developed 
by the ZeroGPT’s team and trained on different kinds of datasets.

Writer 71% 99% Free with 
limitations

Details about the model are not publicly available.

Content at 
Scale

71% 48% Free with 
limitations

The tool uses both NLP and a trained model to identify specific aspects that lead to 
a higher likelihood of a text being detected as AI-generated (e.g., predicting likely 
next word choices and recognizing sentence structure).
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For these reasons, hybrid approaches, which combine different 
methodologies, could be the most promising solution. However, the 
rise of hybrid texts, blending human-generated content with machine-
generated content, presents new challenges that require further 
research and innovation to overcome.

The lack of specific regulations regarding generated text is a major 
hurdle to overcome. The existence of rules would help ensure the 
recognition of generated text and make users more conscious of what 
they are reading. Therefore, regulations should be involved in the 
generated text detection task.
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