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Abstract

With increasing copyright violation cases, watermarking of digital images is a very popular solution for securing 
online media content. Since some sensitive applications require image recovery after watermark extraction, 
reversible watermarking is widely preferred. This article introduces a Modified Quadratic Difference Expansion 
(MQDE) and fractal encryption-based reversible watermarking for securing the copyrights of images. First, 
fractal encryption is applied to watermarks using Tromino's L-shaped theorem to improve security. In addition, 
Cuckoo Search-Grey Wolf Optimization (CSGWO) is enforced on the cover image to optimize block allocation 
for inserting an encrypted watermark such that it greatly increases its invisibility. While the developed MQDE 
technique helps to improve coverage and visual quality, the novel data-driven distortion control unit ensures 
optimal performance. The suggested approach provides the highest level of protection when retrieving 
the secret image and original cover image without losing the essential information, apart from improving 
transparency and capacity without much tradeoff. The simulation results of this approach are superior to 
existing methods in terms of embedding capacity. With an average PSNR of 67 dB, the method shows good 
imperceptibility in comparison to other schemes.   
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I. Introduction

Due to the rapid usage of mobile devices and the Internet, 
digital images are often captured, stored, and shared on social 

media [1] – [3], ultimately leading to several intellectual property 
rights issues [4]. To address these issues, digital watermarks are 
frequently employed for evidence of ownership, copyright protection, 
and integrity verification. The key components of the digital 
watermarking system are embedding and extraction [5] – [7]. In the 
case of invisible watermarking, the watermark (owner’s identification 
data) is invisibly embedded into all the images belonging to an owner, 
so that the registered watermark can be extracted from the published 
watermarked images solely by the owner (using his secret key and 
extraction algorithm) to prove the ownership in case of ownership-
related disputes [8] – [9]. In invisible watermarking, it is important 
to embed watermarks in images without affecting the quality of 
the images (ex: sensitive medical images, high-quality photographs, 
satellite images, military maps, product designs, etc.). The distortion 

brought on by watermarking is often restricted to ensuring that the 
watermark cannot be detected, making the host (original data) and 
the watermarked image visually identical. Hence, the imperceptibility 
requirement with respect to an invisible watermark implies that the 
perceptual quality of the watermarked images be kept high even 
after watermark embedding. In watermarking, the watermark can 
be of different types, ranging from simple text (Owner ID, time and 
date stamp, company name, etc.) to binary, grayscale, or color images 
(depending on the quality of the company logo). Further, there may 
be multiple owners for the image in some applications. For example, 
a certain medical image can be owned by the diagnostics center, 
the hospital, the radiologist, and the patient. In such a scenario, the 
application demands a large embedding capacity. While most of 
the existing watermarking  techniques deal with robustness in the 
extraction process and imperceptibility after insertion, the general 
requirements for digital watermarks are simplicity, high embedding 
capacity, and security. 
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The transform domain approaches, which are typically complex, 
performed satisfactorily in terms of robustness and imperceptibility 
[10] – [12]. Spatial domain techniques, on the other hand, are 
relatively simpler, but the robustness of such schemes has fallen short. 
Irrespective of the embedding domain, which has been heavily used 
in the field of watermarking, some alterations are always applied 
to the cover picture when a hidden image is combined with it to 
generate a watermarked image. Even if they are little, these changes 
are undesirable in delicate applications like defense, forensics, medical 
imaging, etc. [13] – [14]. In reversible watermarking, the original host 
can be reversed from a published watermarked image after watermark 
extraction if required. There are many research opportunities in 
the field of reversible watermarks (RW), as they are suitable for 
applications containing sensitive images.

Least-significant-bit-based techniques are the earliest methods 
for reversible watermarking [15]. Contrarily, after extracting the 
watermark, the picture may also be reversed by modifying the 
coefficients of various transforms [16] – [18]. Several algorithms, 
including the Integer Wavelet Transform (IWT), the Riesz transform, 
the discrete wavelet transform (DWT), the discrete cosine transform 
(DCT), and the discrete Fourier transform (DFT), are used to convert 
the image into the frequency domain prior to embedding and 
extracting the watermark. 

A few publications [19],[20] use singular value decomposition (SVD) 
to provide a strong framework against noise. The transform-domain 
reversible watermarking schemes discussed in the literature are proven 
to be more robust, but they are more complex and time-consuming 
[21]. While few reversible approaches require location maps [22], much 
research has been done to construct location maps from the host image, 
embed them with the watermark for later watermark extraction, and/
or cover image recovery. The methodologies that use location maps 
are prediction error expansion (PEE) [23], histogram shifting [24], 
difference expansion (DE) [25],[26], integer transform [27], and hybrid 
techniques (combination of two or more techniques) [28],[29]. The 
primary goal of such strategies is to improve embedding capacity. 

This article introduces a hybrid reversible image watermarking 
method that improves embedding capacity along with transparency 
and security. This study makes the following improvements to the 
existing reversible watermarking methods, in addition to leveraging 
fractal encryption to increase security:

• Hybrid soft computing using Cuckoo search and grey wolf 
optimization (CSGWO) is employed to determine where in the 
image a watermark should be embedded to ensure a higher 
convergence rate and visual quality.

• A novel distortion control unit is proposed to ensure 
imperceptibility and optimal embedding. The fitness function 
incorporates 3-SSIM, PSNR, cross entropy (CE) for optimal 
location finding in the embedding process.

• Modified quadratic difference expansion (MQDE) method to 
embed and extract high-capacity watermarks. 

The study is organized as follows: The earlier research in the fields 
of difference expansion-based reversible watermarking and reversible 
watermarking employing optimization approaches is covered in Section 
II. In Section III, the preliminaries are explained. In Section IV, the 
suggested model is explained in detail. The experimental assessment 
of the suggested model is covered in Section V; Section VI provides a 
discussion on the performance; and Section VII provides the conclusion.

II. Literature Review

The necessity of striking a compromise between picture quality 
and embedding capacity in watermark methods is well demonstrated 

by researchers. Soft computing approaches and optimization 
techniques are often used to reduce the trade-off problem and to select 
pixel positions, blocks, or thresholds for the overall performance 
improvement of RW.

This study is based on difference expansion (DE)-based techniques, 
which Tian et al. [30] initially presented to have visual quality and 
satisfactory embedding capacity. A pair of pixels is chosen for one bit 
of secret information, based on some criteria related to the difference 
in their pixel values. A location map may be embedded as auxiliary 
data along with the secret information. Tian et al. [26] later proposed 
a non-compression method for masking watermark data, taking 
advantage of the similarity in successive pixels and increasing the 
value of the difference. Tzu et al. [31] proposed a lossless scheme 
wherein each host image pixel is split into 4-bit parts, where the 
nibble pairs between adjacent pixels are used for embedding the 
secret information. This method claims high payload capacity and 
full reversibility. The difference expansion method based on triplets 
[32] provides much more information hiding capacity, as each of 
the selected triplets can hide two bits of watermark. The results 
showed that the computational cost is comparatively less than most 
of the transforms, as it uses a total of only 10 additions and 6 shift 
operations for embedding and extraction with minimal alteration of 
embedding coefficients. To obtain a large payload capacity with little 
picture distortion, Alattar [33] explored pixel vector-based difference 
expansion, where a feedback system modulated the payload to be 
added based on the required quality. The method supports hiding 
data in color images and recursive embedding to increase capacity. 
Blocks (3×3) of the host image are classified into various categories 
based on their structure [34]. The variance between each block is 
computed, and data is embedded in each block accordingly. Secret 
bits and auxiliary data are embedded in separate parts of the image. 
Secret data is embedded by utilizing the method proposed by Alattar 
[33], and the auxiliary information is inserted using the substitution 
of LSB. Hu et al. [35] used Haar-based transforms to embed bits in 
both horizontal and vertical directions to increase payload capacity. 
A dynamic approach for pixel selection ensures balance between both 
embedding directions such that only the small difference values are 
used for embedding, thus reducing distortion.  

Difference expansion (DE) schemes mostly use regions where the 
pixel values are similar, thus limiting the capacity. A DE-based scheme 
put forth by Maniriho et al. [36] has an additional mod-based function to 
allow for embedding pairs with both positive and negative differences. 
If the difference is less than 2 and greater than -2, then those pixels are 
chosen for embedding, thereby increasing the embedding capacity. A 
reduced difference expansion [37] entails selecting difference values 
for embedding and further reducing them before inserting payload to 
increase embedding capacity. Another reduced-difference expansion 
[38]-based scheme is put forth to increase the capacity further by 
embedding payload into non-changeable pixels, which in other 
methods were not used for embedding. Variable block size was also 
used in the method for capacity-based processing. Only the index of 
the first pixel of the variable pair is contained in the decreased size 
of the location map [39]. Two rounds of differential expansion are 
employed to increase embedding capacity. 

An adaptive difference expansion (ADE) method, which typically 
uses a few well-known parameters for watermarking and extraction, 
was proposed by H.S. El-sayed et al. [40]. This technique greatly 
expands the embedding capacity and demonstrates the superiority of 
watermarked photos over many other techniques. S. Weng, et al. [41] 
presented an optional embedding scheme (OES) to lower the distortion 
based on the requirements. DE is utilized for embedding by default, 
and adaptive embedding fulfils the requirement of a large embedding 
rate with low local variance. In addition to achieving respectable 
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performance at all embedding rates, using a local smoothness 
estimator and four prediction frameworks increases the number of 
pixels that can be embedded. Z. Zhang et al. [42] developed a quadratic 
difference expansion-based method for enhancing the visual quality 
and embedding rate. Following the first omission of the pixel points 
with 0 and 255 greyscale values, linear difference expansion (LDE) is 
used to add half of the jumbled data to the cover picture. The Quadratic 
Difference Expansion (QDE) is used to incorporate the remaining 
secret data into the previously created picture. The final watermarked 
picture is generated after appending the greyscale pixel values of 0 
and 255. The results and simulation section showed that the technique 
resulted in high visual quality and embedding rates. 

A computationally less expensive scheme was proposed [43] by 
combining downscaling and data hiding. The scheme proposed an 
adaptive adjustment of the capacity-quality trade-off for improved 
performance. It was suggested that the capacity be increased via a 
reversible DE technique [44]. The host image and the secret data were 
both encoded, and the secret was inserted in relation to a parameter 
representing the acceptable range of difference values. Wang [45] 
proposed a DE-based scheme that works bidirectionally. The pixel 
arrangement for data insertion is unlike other schemes, following a 
unique pattern. A cluster-based DE scheme [46] aimed at improving 
the payload capacity Upper and lower bounds are assigned, and clusters 
are accordingly formed. The difference expansion parameters are 
calculated based on the bounds and the cluster in question. Prediction 
error-based reversible data hiding (RDH) [47] was proposed, where 
data is embedded in forward and backward directions to improve 
capacity, and a block size 1×3 was chosen for embedding to improve 
the visual quality.

A few hybrid schemes used nature-inspired algorithms to optimize 
and improve performance parameters such as capacity and visual 
quality [48],[49]. The optimal brightness fitness function value was 
determined iteratively by the Firefly Technique (FA) [50] before 
secret information was embedded in the database using a DE-based 
algorithm. Over the earlier designs, it was observed that with this 
method, there was less distortion and a higher capacity. Particle Swarm 
Optimization (PSO) is employed for the selection of the appropriate 
threshold value and subsequently for the reduction of distortion in 
reversible watermarking based on 2D difference expansion and wavelet 
transform [51]. Results showed better PSNR in comparison to previous 
schemes. The interpolation-based expansion scheme [52] used the 
genetic algorithm (GA) and PSO to estimate the neighboring pixels 
and concluded that GA gave better results than PSO. Improvement 
in visual quality with respect to mean square error (MSE) and PSNR 
was observed [53] when embedding regions were selected using the 
Firefly algorithm in the DWT domain. Arnold transformation was 
used for watermark encryption [54] to increase the security of the 
reversible watermarking (RW) scheme. Both the secret image and the 
cover image were color images. To increase PSNR and MSE values, the 
strength factor is adjusted using Grey Wolf Optimization (GWO), while 
the secret information is incorporated using the SVD lifting procedure. 
The method’s resilience has been successfully demonstrated for salt 
and pepper noise, Poisson noise, and set partitioning in hierarchical 
trees (SPIHT) compression.

A blind, reversible methodology that Zarrabi et al. [55] presented 
involves iteratively embedding the data into non-regions of interest 
(NROI). During embedding and extraction, ROI is identified and 
excluded using deep neural networks: one for segmentation and the 
other for classification. The resulting DCT domain scheme is lossless 
but not robust. A fragile reversible watermarking system based on SVD 
and PSO presented by Frank et al. [56] allows for dynamic capacity 
modification based on the desired embedding rate. Keeping the ROIs 
unchanged after automatic detection resulted in better quality than 

traditional transform domain schemes. Arsalan et al. [57] proposed 
using genetic programming (GP) and the integer wavelet transform 
(IWT) to solve the overflow and underflow problems and find the 
best wavelet coefficients to embed. The balance between capacity and 
quality is significantly reduced as companding is used for watermark 
insertion.

Balasamy et al. [58] developed a DWT and PSO-based method to 
protect medical images to find the optimal wavelet coefficients for 
data insertion. The approach does not produce any further data to 
aid in enhancing embedding capability; however, the visual quality 
produced is inadequate when compared to other schemes. Using 
Tian’s DE [26], Vargas [59] created an intelligent RW scheme using a 
genetic algorithm (GA) to enhance the visual quality and choose the 
best threshold value for embedding. While simple DE is applied to 4×4, 
8×8, 16×16 blocks of cover image for evaluation, the fitness function 
is based on MSE. Since the RW scheme is completely reversible, ROI 
calculations are not needed. However, embedding multiple times may 
lead to a smoothing effect, which is undesirable. A DWT-based RW 
scheme was proposed using hybrid optimization, combining two 
algorithms—the Tunicate Swarm Algorithm (TSA) and Simulated 
Annealing (SA)—for optimizing the scale factor and a deep recurrent 
neural network with long short-term memory (RNN-LSTM) for 
extraction. The authors claimed better robustness in comparison with 
using individual optimization schemes [60]. Ayad et al. [61] proposed 
a medical image watermarking approach using DWT and SVD with 
a text watermark encoded using QAM-16. The results showed better 
robustness and quality in comparison with non-hybrid schemes and 
were resilient against salt and pepper, and Gaussian noise. However, 
geometric attacks may hamper watermark detection and decoding. 
Kaur et al. [62] proposed a compression technique for color images 
using Fast Fourier Transform (FFT) compression and for optimizing 
3 thresholds using the Intelligent Water Drop (IWD) algorithm: 1 for 
each color, by using 10 nodes for each value. The evaluation showed 
better SSIM values in contrast to manually chosen threshold values.

To summarize, the general measures that were taken by the 
researchers to improve embedding capabilities are: 1. Reduction and 
shrinking of the location map dimension. 2. Repeated use of DE to 
improve payload. 3. Make every effort to do away with the necessity 
for location maps. To enhance the image quality, the actions taken 
are: 1. Use of thresholds whose values define quality 2. Selection of 
the smallest (smoothest) difference-valued area of the image for 
embedding. However, there is an inherent trade-off between capacity 
and quality in the existing schemes. 

This paper presents a RW technique to simultaneously meet 
many requirements: large embedding capacity, high security, high 
reversibility, high imperceptibility, and an improvement in robustness 
when compared to the recently published related works. The entropy 
value, payload, structural similarity index, and peak signal-to-noise 
ratio are the evaluation metrics used to track the performance of the 
suggested technique. While underflow and overflow are the major 
concerns faced by the researchers in RW schemes that degrade the 
system’s performance, these issues are also addressed by the proposed 
scheme through the optimal selection of pixels using the distortion 
control unit.

III. Preliminaries

A. Linear Difference Expansion (LDE) 
The LDE performs an integer transform on any picture pixel pair 

P=(s,t) to produce the difference d and mean m as stated in (1) and (2).  
Later, watermark bits (b) are inserted into the chosen pixel pairs of the 
host image.
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 (1)

      (2)

The inverse transform is given in the Eqs. (5), (6).

      (3)

      (4)

The new value of difference is d’ = 2d + b, where d is shifted to the 
left by one-bit b, which is the least significant bit, and is referred to as 
the Linear Difference Expansion (LDE). Pixel overflow results from 
using basic difference expansion to include hidden information or a 
watermark. This problem needs to be solved as the inverse transform 
of original pixel pairs s' and t' should fall in the range of [0, 255] for 
proper visibility. In addition, it is essential to limit d' as given in (5).

  (5)

B. Cuckoo Search–Grey Wolf Optimization (CSGWO) 
This subsection describes how the proposed watermarking system 

uses the hybrid Cuckoo Search–Grey Wolf Optimization (CSGWO) 
algorithm to effectively select cover image pixels for watermarking 
while meeting the fitness function. The model combines the Grey Wolf 
Optimization (GWO), developed from grey wolf hunting activities [63], 
with a population-based algorithm called cuckoo search (CS), which 
uses the Levy Flight mechanism to update the new solutions (nests) 
in a pseudo-random manner. Thus, in the proposed method, the GWO 
metaheuristic incorporates CS to reinforce and increase its ability 
to avoid entrapment inside local optima and converge to the global 
minimum. The CS exploration skills are used to direct the wolves 
(or searching agents) to locations aided by the CS metaheuristic. In 
the CSGWO [64] algorithm, the GWO location update is modified to 
account for the CS update equation to get a faster convergence rate. 
The generalized equation of GWO is modified to update the position 
in the CSGWO algorithm, and therefore, an additional term is included 
in the numerator, as shown in (6) [65]:

  (6)

Where,  is the position vector projected using the CS update rule 
and , ,  are the hunt agents according to the best hunt agent 
Gα, second and third best hunt agents Gβ and Gδ [66]. Cuckoo search 
is a metaheuristic algorithm based on the reproductive performance 
of cuckoos. While each egg in the nest represents a problem that is 
solved more effectively, this activity is utilized to update positions in 
the proposed CSGWO algorithm using the  term, defined in (7) :

 (7) 

Where  is the agent’s position in the presenter petition, 𝛾 is 
the step size, which attains a value from 0 to 1. 𝐿𝑒𝑣𝑦 (𝜆) is the Levy 
flight equation, which gives an arbitrary walk and is defined as  
𝐿𝑒𝑣𝑦 ∼ 𝑣 = (𝑡–𝜆), where 𝜆 is a constraint, whose values   are in the 
interval [1, 3]. The addition of fourth term ( ) in proposed algorithm 
makes it more effective with the exploration of the search space of 
Levy flight.

C. Fitness Function Parameters
A gradient magnitude computation method [67] suggested that 

any image is composed of three regions, namely, edge, smooth, and 
texture, and that the segmentation is based on the threshold of the 
pixel gradient. Let gij represent the gradient of the original picture in 
(i, j ) coordinates. The following guidelines form the basis for pixel 
categorization:

• If gi,j > TH1, the pixel is deliberated as edge pixel.

• If gi,j < TH2, pixels are processed as part of the smooth area. 

• Otherwise, these pixels fall into the textured area. 

Structural Similarity Index (SSIM): Since the luminous intensity 
of an object’s surface is the result of reflection and illumination, it 
is preferable to eliminate the exposure effect to examine the images’ 
structural information. The SSIM between two signals x and y is given 
by (8),

 (8)

where μx and μy are the images x and y average intensities. σx and 
σy  are variances, and σxy is the covariance of the two images. C1 and C2 
are stabilizer variables that depend on the dynamic rank of the values 
of pixels [68].

3-SSIM: The value of 3-SSIM is calculated by comparing watermarked 
and original images using (9).

 (9)

where the weight factors of various regions are expressed by 
variables A, B and C. The notations SSIMtexture, SSIMsmooth and SSIMedge, 
indicate the SSIM values for the texture regions, smooth regions, and 
edge regions, respectively. 

Normalized Capacity Cn: The normalized capacity of the inclusions 
(Cn) is calculated using (10) :

    (10)

where Cwdc and  indicate whether data can be masked with DC 
(distortion control) or without DC. It should be noted that the Cn falls 
between 0 and 1.

Cross Entropy (CE): Using the entropy definition, KL divergence [68], 
and log rules, cross entropy is defined in (11):

          (11)

where p(x) is the watermarked image and q(x) is the original image.

Peak Signal to Noise Ratio (PSNR) (12):

             (12)

             (13)

where, the original input image is denoted as I(s, t), the recovered 
image is denoted as d(s, t), the rows and columns of the image are 
denoted as m and n, and MSE denotes mean square error.

D. Fractal Algorithm
Fractal encryption is a one-to-one encryption approach that 

depends on modulo operations. At the first stage of the proposed 
watermarking approach, fractal encryption of the watermark is 
performed to determine the recursive contract transformation of 
pixels. Fractal encryption has a strong key to encrypt pictures in 
the context of other encryption models because of the random and 
disordered nature of fractals. Attributes such as zoom level, iterations, 
and coordinates are utilized for generating the fractal image. In this 
technique, two keys are generated as in (14) and (15) for encryption 
and decryption processes using a random number that ranges between 
zero and one. 

  (14)

  (15)
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Fig. 1 (a) and (d) show the histograms of the cover image before and 
after embedding the encrypted watermark image. Results indicate that 
the histogram of the image is consistent after watermarking. Hence, 
no useful statistics about the watermark can be drawn by the attacker 
from the published watermarked image.

Fractal encryption, when combined with the L-shaped tromino 
theorem, enhances the security of image transmission [69]. L shaped 
tromino works based on two attribute symbols, “–” or “+”, and degree 
θ = 90. The L-shaped tromino is divided into smaller trominos based 
on the number of iterations, determined by the size of the watermark. 
In Fig. 2, the first and second iterations of the L-shaped tromino are 
graphically depicted.
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Fig. 1.  Histogram graphs for (a) cover image, (b) watermark image, (c) fractal 
encrypted watermark and (d) watermarked cover image.

(a) (b)

Fig. 2.  (a) 1st iteration  (b) 2nd iteration.

IV. Methodology

This section proposes a reversible hybrid image watermarking 
concept to support high-capacity (payload) secure watermarking 
while maintaining the visual quality of the watermarked image. This 
method also allows the original image to be recovered post watermark 
extraction. Fig. 3 shows the watermark embedding flow. The 
watermark image is first encrypted with the fractal encryption method 
to provide an extra layer of security. To safeguard data transfer with 
minimal system complexity, L-shaped fractal tromino-encryption is 
preferred. Furthermore, the best 8×8 blocks for watermark integration 
are selected by processing the host image using the Cuckoo search and 
grey wolf optimization (CSGWO) algorithm. 

After exploration of the optimum location map in the host image 
by the CSGWO distortion control unit, modified quadratic difference 
expansion (MQDE) is applied for embedding the encrypted watermark 
to ensure better capacity and transparency. The result is a watermarked 
image, which can be safely published on the Internet. The embedded 
watermark can be extracted from the published watermarked images 
solely by the owner to prove ownership in cases of ownership-related 
disputes using his secret key and extraction algorithm. 

Fig. 4 graphically shows the process of watermark extraction, where 
the watermarked image is initially subjected to inverse modified QDE 
according to the location map decided by the CSGWO distortion 
control unit to extract the encrypted watermark, which is later fed to 
a fractal decryption algorithm to finally extract the watermark and in 
parallel to recover the cover image from the lossy watermarked image. 
In the subsections that follow, each of the algorithms used in the 
embedding and extraction processes is discussed in detail, followed by 
a summary of the steps involved in applying these algorithms for the 
proposed reversible hybrid watermarking. 

Fractal
Encryption

8 x 8 Bloxk Spli�ing

Cover
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Secret
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CSGWO
Distortion

Control

Location Map
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Algorithm

Fig.3.  Watermark Embedding.

Extracted Watermark Recovered Cover Image

Watermarked Image
Fractal

Encryption

Secret
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Location Map

MQDE
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Fig.4.  Watermark Extraction.

A. Modified Fitness Function 
In the proposed method, the weighted sum of 3-SSIM, CE, PSNR 

and Cn defines the fitness function and is represented in (16)
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  (16)

The weights W1, W2, W3 and W4 must sum to 1 and are independently 
defined in (17) – (20)

 (17)

          (18)

          (19)

          (20)

Replacing the valuesW1, W2, W3 and W4 in (16), the expression of the 
modified fitness function is represented as in (21).

        (21)

Starting with (14), the process continues until acceptable standard 
values are reached for the preferred iterations, or for 3-SSIM, PSNR, 
CE, and Cn.

Fig. 5 describes the steps involved in finding optimal location map 
using the modified fitness function obtained in the distortion control 
unit, to compensate for balancing hiding capacity, security, and 
imperceptibility in the proposed reversible watermarking.
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Fig.5.  Distortion control unit.

B. Modified Quadratic Difference Expansion (MQDE) 
The image pixel pairs s' and t' generated by difference transform 

in the preliminaries section using (3),(4) are utilized once again for 
performing quadratic watermark embedding that helps in improving 
the embedding capacity. The following process is mathematically 
stated in (1), (2), (5). d'' is the expanded difference.

        (22)

After embedding watermark using LDE, the generated watermarked 
image may overflow, and it returns to original image after performing 
modified QDE. Detailed process of modified QDE is given. Assuming 
the initial image pixel pair as P = (s, t), the LDE process embed with 
the secret bit value b and the QDE process embeds the secret bit value 
b' using (23)-(29).

  (23)

   (24)

  (25)

  (26)

 (27)

 (28)

  (29)    

Hence, the original pixel pair (s, t) and the new pixel pair values  
(s'', t'' ) are different based on the watermark embedding value. 

Consider any pixel pair (s', t' ) in a watermarked image (obtained 
through LDE) for embedding the secret information using QDE, where 
the to-be embedded watermark bit is represented as b'. The newly 
generated image pixel pairs (s'', t'' ) are given by (30), (31).

 (30)

 (31)

C. Inverse MQDE
Whenever there is a need to prove ownership, the owner first 

applies inverse MQDE to extract the embedded watermark from the 
location map [pixel pairs (s'', t'' )] that is with him. Later, the original 
image recovery is done by applying inverse LDE. 

A location map is first used to select a set of pixel pairs (s'', t'' ) 
from the watermarked image where the watermark was hidden. The 
average and difference values of the pixel pairs are then calculated 
using Equations (3), (4). Later (32) is used to normalizes the pixel values 
to binary 0 or 1, on applying the modulus function, which checks the 
pixel (s'', t'' ) and difference (d’) values for even or odd conditions 

           (32)

For instance, if the pixel value of s'' is 235, then the value is odd. 
The modulus operation in (32) returns A = 1. Similarly, even pixel 
value returns a value of 0. Based on the values of watermarked pixels 
and their difference, the following condition is used to extract the 
corresponding watermark bits.

       (33)

Here, XNOR performs a logical operation to check if the pixel 
values and difference are all even or odd. If (A, B, C) are all odd or even, 
the watermark bit is set to 1, otherwise it is set to 0. 

The original image recovery starts with finding the LDE embedded 
pixel pair as given in (34) – (35)

 (34)

 (35)

The original image pixels (s, t) are then recovered using the 
following equations:

  (36)

   (37)
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If the secret bit that was retrieved is1, s = s − 1 and t is unmodified

If the secret bit that was taken is 0, s is unaltered, and t is t − 1.

D. Watermark Embedding Algorithm

Inputs: Secret Key, Secret Information, Cover Image

Output: Watermarked Image

1. Read the watermark and cover image.

2. Fractal encrypt the watermark using (14), (15). Convert the 
encrypted image into a 1-D vector.

3. Carry out CSGWO optimization on the cover picture to choose the 
optimal pixel pairings for embedding using the fitness function in 
(21) to get a higher visual quality. I_loc is a map that contains the 
locations of these pixel pairs.

4. Choose pixel pairs starting with P = (s, t) based on I_loc (s, t).

5. Using (1,2), determine the difference and average of pixel pairs.

6. Using s (23, 24), transform the pixel pairings after LDE has 
expanded the difference. This results in the modified pair (s', t' ).

7. Find the difference and average for the pair (s', t' ) using (25, 26). 

8. Expand the difference using (27) and use  (30,31), to determine the 
final MQDE converted pair (s'', t'' ).

9. For each pair of pixels from I_loc, repeat steps 4 through 8 to 
create a watermarked picture.

E. Watermark and Cover Image Recovery Algorithm

Inputs: Location Map and Watermarked Image

Outputs: Expected Watermark, Recovered Cover Image

1. The selection of pixel pairs in the watermarked image P= (s'', t'' ) 
with the help of I_loc,

2. Utilizing (1,2), discover the average value and difference of pixels.

3. Utilizing (32), check for odd and even circumstances of difference 
and pixel pair.

4. Utilizing (33), discover the extracted watermark bit.

5. In two steps, recover the cover picture. Using (34), first separate 
the LDE changed pixels (s', t' ) from (s', t'' ) (35). Then, using (36), 
reconstruct the cover image pixel pair (s, t ) (37). 

6. Modify the anticipated pixel values for the cover image according 
to the recovered watermark bit in step 4. 

7. For each pair of I_loc pixel pairs, repeat steps 1-6 to recover the 
cover image.

V. Experimental Results

A. Performance of Watermarking in the Absence of Attacks
This section presents the quantitative and qualitative findings 

of the suggested model in the absence of attacks on published 
watermarked images. In Fig. 6, the subjective results of the 
embedding and extraction processes are shown, considering the 
greyscale Baboon image (512 x 512) as the original image (to be 
watermarked) and the cameraman images of two sizes (128 x 128 
and 32 x 32) as the watermarks. These results after embedding 
the individual watermarks exhibits high imperceptibility of the 
watermark in watermarked images along with high-quality 
reversed images after watermark extraction, regardless of the size 
of the watermark (either 128 × 128 or 32 × 32). In the absence of an 
attack on the watermarked picture, Table I tabulates the objective 
findings after comparing the similarity between the original image 
and recovered original image, original image, and watermarked 
image, and original and extracted watermarks. 

When a 128× 128 greyscale pixels (131072 bits) watermark is 
embedded in a 512×512 greyscale cover image, the suggested technique 
derived an average of 46 dB PSNR when evaluated on original and 
watermarked images, indicating high imperceptibility. An average 
of 67 dB PSNR was noticed, when calculated between the original 
and recovered cover images, indicating high reversibility. When the 
watermark size is reduced to 32×32 pixels, the imperceptibility and 
reversibility are even better. It is to be noted that the watermark is 
extracted without any loss in the absence of attacks, as PSNR (OW, 
EW) is infinity, where EW is the extracted watermark and OW is the 
original watermark.

B. Time Complexity Analysis
Fig. 7 depicts a comparison of seven optimization strategies in terms 

of the calculation time necessary to get the ideal value using different 
reference functions with varying numbers of design variables. The 
calculation time of seven optimization approaches is accounted for by 
the NFE (number of function evaluations) in the collection of reference 
functions [70]. It was observed that the GWO and CSA take the least 
amount of computing time. Thus, the hybrid CSGWO approach 
offers the least computation time among other hybrid methods. The 
authors of [71] also concluded that GWO performs better than other 
metaheuristic algorithms in terms of complexity.

C. Embedding Capacity Analysis
Fig. 8–12 illustrates the impact of changes in embedding capacity 

on various watermarking evaluation parameters. Embedding 

(a) Original image
[512 x 512]

(b) Watermark1
[128 x 128]

(f) Watermark2
[32 x 32]

(d) Extracted watermark1
[128 x 128]

(h) Extracted watermark2
[32 x 32]

(g) Watermarked image2 [512 x 512]

(c) Watermarked image1 [512 x 512] (e) Recovered original image1 [512 x 512]

(i) Recovered original image2 [512 x 512]

Fig. 6.  Subjective results of proposed reversible watermarking.
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capacity has been changed with respect to 10, 30, 70, 90, and 100 
percentages. Fig. 8 represents the outcome between entropy and 
embedding capacity, where entropy is calculated among different 
images. It is to be noted that there is not much deviation in entropy 
as embedding capacity changes. Fig. 9 shows the SSIM vs. embedding 
capacity, and it can be clearly observed that lower embedding rates 
lead to less distortion in the watermarked image. Similarly, Fig. 10 
represents PSNR vs. embedding capacity, where PSNR values go down 
as embedding capacity increases. It is interesting to note that even 
with 100% embedding capacity, the PSNR values remain above 50 dB. 
Furthermore, Fig. 11 shows that NCC values decrease as embedding 
capacity increases but remain significantly good even at 100% capacity. 
Fig. 12 indicates that MSE values go up with capacity. 
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Fig. 9.  Embedding capacity vs. SSIM.
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Fig. 10.  Embedding capacity vs. PSNR.

NCC vs Embedding capacity
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Fig. 11.  Embedding capacity vs. NCC.

TABLE I. Objective Results in the Absence of Attacks

Cover Image PSNR 
(OI, WI)

SSIM 
(OI, WI)

PSNR
 (OI, ROI)

SSIM
 (OI, ROI)

PSNR
(OW, EW)

SSIM
(OW, EW)

For watermark of size 128×128
Baboon 46.384   0.99442 65.56   0.99987 Inf 1

Lena 46.357 0.97918 68.10 0.99988 Inf 1
Peppers 46.359                 0.98308                  67.94                     0.99988 Inf 1
Barbara 46.359                 0.98567 67.93                      0.99992 Inf 1

For watermark of size 32×32
Baboon 51.601 0.99894  71.95 1 Inf 1

Lena 51.597 0.99494  72.37  0.99988 Inf 1
Peppers 51.589 0.99509 73.36 0.99997 Inf 1
Barbara 51.597 0.99498 72.38 0.99998  Inf 1

OI – Original Image, WI – Watermarked Image, ROI – Recovered Original Image, OW- Original Watermark, EW- Extracted Watermark

C
om

pu
ta

ti
on

al
 t

im
e 

(s
) i

n 
se

c 
 →

Methods →

Computational time analysis

6
5
4
3
2
1
0

BA CSA FFA ABC PSO GWO GWO-CS

Sphere Griewank Egg Crate Proposed objective function

Fig.7.  Computational time analysis for various optimization methods.
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Fig. 8.  Embedding capacity vs. Entropy.
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MSE vs Embedding capacity
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Fig. 12.  Embedding capacity vs. MSE.

D. Comparison of Hybrid CSGWO With GWO
With Table II listing the simulation parameters for the proposed 

CSGWO, it can be concluded from Fig.13, that the convergence rate 
is high in the proposed CSGWO as compared to simple GWO. At the 
time of initial iteration, best-score achieved by hybrid approach is 
better than GWO. As iteration increases the obtained best score in 
GWO and hybrid CSGWO become similar. 

TABLE II. Simulation Parameters for the Proposed CSGWO

Number of search agents 40

Maximum Iteration 100

Search Dimension 2

Domain of Search for alpha [-1000 1000]

Domain of search for beta [-1 1]

Domain of search for delta [0 1000]

Table III depicts the comparative performance analysis of Grey 
Wolf (GWO), Cuckoo Search (CS) algorithm and Hybrid (CSGWO) 
approaches. The PSNR and SSIM when calculated for various 
benchmark images after embedding a payload of 16384 bytes (128×128) 
indicates that the CSGWO gives better results. Approximately 2 
dB improvement is achieved with the proposed hybrid CSGWO as 
compared to traditional GWO and CS respectively.

E. Attack Resilience of Watermarking
Attacks [72], [73] that are both purposeful and unintended are 

considered while evaluating the suggested watermarking strategy. 
Considering Cameraman (128×128) as a watermark, Baboon (256×256) 
as an original image, the PSNR calculated between the original and 
extracted watermarks in the presence of a few attacks is tabulated 
in Table 4. Results show that the method is resistant to histogram 
equalization, cropping, and salt and pepper noise.

TABLE IV. Performance in the Presence of Attacks

Attacks Watermarked image Extracted watermark

10% Crop

PSNR (OI, ROI) 26.971

PSNR (OW, EW) 26.786

Histogram 
equalization

PSNR (OI, RI) 17.619

PSNR (OW, EW) Inf

Salt and 
Pepper noise 
(0.05 density)

PSNR (OI, RI) 18.58

PSNR (OW, EW) 16.61

TABLE III. Performance Evaluation of Reversible Watermarking With Respect to Various Optimization Techniques

Cover Image

PSNR
(CSGWO)

SSIM
(CSGWO)

PSNR
(GWO)

SSIM
(GWO)

PSNR
(CS)

SSIM
(CS)

For watermark of size 128×128

Baboon 46.384 0.99442 44.845 0.9895 44.163 0.9820

Lena 46.357 0.97918 44.894 0.9613 44.920 0.9728

Peppers 46.359 0.98308 43.269 0.9598 44.249 0.9609

Barbara 46.359 0.98567 44.738 0.9730 44.209 0.9789
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Fig. 13.  Convergence graph of GWO and hybrid CSGWO.
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VI. Comparative Investigation and Discussion

The embedding capacity (watermark size with respect to the 
original image) is varied in terms of percentages (10%, 30%, 70%, 
90%, and 100%) and the corresponding PSNR calculated between the 
original and watermarked images is compared in Fig. 14 for three 
different reversible watermarking schemes proposed in the literature. 
The results indicate that the proposed method outperforms [40]–
[42] and exhibits high imperceptibility (high PSNR) under different 
embedding capacities for four benchmark images. Table 5 extends the 
comparative analysis of other state-of-the art techniques. The proposed 
method supports large-sized watermarks while still maintaining high 
invisibility. Hence, it is concluded that the proposed hybrid algorithm 
mainly reduces the capacity-invisibility tradeoff compared to the 
related invisible reversible watermarking schemes.

An analytical comparison of the suggested method with the 
current hybrid and non-hybrid models is shown in Table 6. Adaptive 
Difference Expansion (ADE)-based techniques claim to improve 
embedding capacity at the expense of imperceptibility. Further, the 
method is complex as it requires many parameters, such as the stego-
image, average, difference, maximum, and minimum pixel values of 
surrounding pixels, apart from the watermarked image and location 
maps for watermark extraction and the watermark recovery process. 
On the same Baboon grayscale image of size 512×512, the optional 
embedding scheme (OES) claims high imperceptibility (53 dB PSNR) 
but can only embed a 15000-bit watermark. The hybrid models, which 
combined LDE and QDE, claimed high imperceptibility after reporting 
a PSNR of 76.87 dB. An additional layer of protection, encryption, is 
applied to the watermark and has the benefit of not requiring a map 
of its position. However, it has an additional process of first removing 
0 and 255 valued pixels and then again attaching them for both 
embedding and extraction. The performance of these three methods 
was not evaluated and reported for complexity, robustness, and 
reversibility. Furthermore, there is no optimization of pixel selection 
to improve visual quality. The hybrid models that combined difference 

expansion with a genetic algorithm for embedding watermark bits 
supported a maximum capacity of 0.7 bpp for Lena and Boats images 
at 32.43 dB and 31.3 dB PSNR, respectively. The imperceptibility of this 
hybrid model is low, and the smoothing effect [26] remains. It has been 
shown that when capacity rises, visual quality falls, creating a trade-
off. To control quality deterioration, a high-capacity RW system must 
be designed. A favorable capacity-quality ratio is largely maintained 
by our proposed approach, which could embed 128×128 greyscale 
image (131072 bits) and could achieve a high PSNR and high visual 
quality based on the results presented in Table VI. Hence, compared 
to relevant algorithms, the approach proposed in this paper exhibits 
high embedding capacity, supports grayscale images as watermarks, 
and retains the quality of both watermarked and reversed images (an 
average PSNR of 67 dB). The suggested technique is resistant to many 
common attacks. 

The technique is further strengthened by using fractal encryption 
of the watermark before its embedding. The secret key used in the 
fractal encryption method is neither being transferred over the 
network nor embedded into the image. It is only held by the owner 
and is used by him for encryption (before watermark embedding) 
and decryption (after watermark extraction). For the sake of secret 
key recovery, an attacker could attempt to distinguish any notable 
information between the normal image and its encryption version. 
An image with considerable visual information is distinguished 
by strong correlation and redundancy between surrounding 
pixels, whether in vertical, diagonal, or horizontal orientations. 
A well-designed encryption algorithm [74] – [76] should be 
capable of concealing such links between neighboring pixels 
while demonstrating zero correlation. The number of pixel change 
rate (NPCR) parameter is calculated and compared with various 
encryption algorithms employed in earlier state-of-the-art reversible 
watermarking techniques to estimate the correlation performance of 
fractal encryption for its applicability in the proposed watermarking. 
Because the achieved NPCR (99.65) was close to the theoretical value 
of 100, fractal encryption was chosen.
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Fig. 14. Proposed method vs research works [40], [41] and [42].

TABLE V. Comparative Analysis With State-of-the Art Techniques

[43] [44] [45] [46] [47] Proposed
Capacity PSNR Capacity PSNR Capacity PSNR Capacity PSNR Capacity PSNR Capacity PSNR

Airplane 228863 25.97 164962 32.98 - - 71,680 53.6 51376 52.60 259422 55.2

Baboon 459737 20.53 128256 30.25 26000 32 71,680 53.5 16011 51.47 258676 55.38

Barbara 290234 23.43 - - 31000 32 - - 30559 51.80 261226 56.36

Boat 301995 25.26 142506 30.89 - - 71,680 53.87 29686 51.73 257662 55.61

Couple 299203 24.02 - - - - - - - - 258894 55.42

Lena 224528 28.35 172627 32.28 182000 32 - - 36607 52.02 261298 55.35

Peppers 223295 26.79 181258 33.3 104000 32 - - 34797 51.88 258458 55.36
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The proposed hybrid model combined meta heuristics to choose 
optimal locations for embedding watermark bits, thereby improving 
performance by reducing tradeoffs between embedding capacity 
and imperceptibility. The disadvantage of a particular optimization 
algorithm can be overcome by utilizing a complementary feature of 
another algorithm, thus gaining from both algorithms, and resulting 
in better performance. GWO was selected in the proposed method 
over other meta-heuristics because of its relatively simple structure 
and lower storage requirements. Only two parameters needed to 
be tuned, and the decision variables were also limited. GWO aims 
to find the individual with the best fitness value, thus limiting the 
global search and increasing the chance of encountering a local 
optimum. However, the update mechanism has two major drawbacks 
in optimizing real-world functions: first, due to the use of the 
best global solutions found so far, the algorithm converges very 
quickly to a local optimal solution and loses its optimization power 
significantly; second, it causes the loss of a variety of new populations 
in each iteration of the algorithm. To fix these two shortcomings and 
strengthen the GWO algorithm, CS is incorporated into GWO for 
better performance regarding good exploration. It is much easier to 
jump from the current region to another, as CS updates the nest’s 
positions with a certain probability independent of the search path, 
and with random directions. In CSGWO, the GWO location update 
is modified to account for the CS update equation to get a faster 
convergence rate in comparison to GWO. 

The hybrid approach of combining meta-heuristic algorithms may 
also lead to an additional computational cost. To make a data hiding 
algorithm reversible or lossless, it is desirable to keep the complexity 
low, which directly impacts the robustness. Since the proposed scheme 
uses a spatial domain technique, its robustness is limited to a few 
attacks. It is still difficult to create a spatial domain RW scheme that 
is resistant to all types of attacks. Hiding multiple secret images or 
watermarks using the same scheme to hide more information without 
a tradeoff in imperceptibility is another challenge to work toward. 
Further, the performance of a hybrid meta-heuristic approach depends 
on the defined fitness function. Therefore, one cannot generalize that 
a hybrid approach always outperforms individual meta-heuristic 
algorithms. Thus, choosing a hybrid approach suitable for the given 
fitness function remains another challenge, which may be taken up 
as future work.  

VII. Conclusion

This study introduced a reversible watermarking technique based 
on MQDE with hybrid optimization and fractal encryption, to meet the 
three important properties: imperceptibility, embedding capacity, and 
security. Correlated to former embedding techniques, CSGWO with 
the MQDE method considerably expands the optimal visual quality 
and embedding capacity. A novel data-driven distortion control unit 
is used for defining the optimization parameters with each iteration. 
The proposed model achieved satisfactory imperceptibility and was 
observed to be superior to the existing models (ADE, OES, and QDE) 
considering robustness against salt and pepper noise, cropping attacks, 
and histogram equalization. An average PSNR of 67 dB was achieved. 
The L-shaped tromino method combined with fractal encryption 
produces a protected image watermark. The suggested algorithms 
exceed the current methodologies with all these benefits, especially 
in terms of embedding capacity and reversibility, without sacrificing 
invisibility, and with the ability to withstand minimal attacks. Future 
research focuses on improving the reversibility performance of the 
proposed system in the presence of geometric attacks. While the 
method can easily be extended to be compatible with color images, 
the development of methods for the elimination of location maps can 
be explored. More meta-heuristics and combinations of them can be 
explored to determine the best approach for the given application.
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TABLE VI. Existing Models Comparison

Non-Hybrid Techniques Hybrid Techniques
[40] [41] [42] [59] Proposed

Methodology Adaptive Difference 
Expansion (ADE)

Optional Embedding 
Scheme (OES)

Quadratic Difference 
Expansion (QDE)

Difference Expansion 
with Genetic Algorithm

Hybrid Modified 
Difference with Fractal 
encryption and GWO

Watermark 
Type Bit stream Bit stream Binary image Bit stream Greyscale image

Secret keys No No Required No Required

Optimization 
for selection of 
pixels

No No
No

Genetic Algorithm Grey Wolf Optimization

Location map No Required No Required Required

Inputs of 
Watermark 
embedding 
phase

Cover Image, Embedding 
parameters ep1, ep2, ep3, 
Watermark bit stream; 
Average, Maximum and 
minimum of pixel values 
of surrounding pixels 

Cover Image, Location 
map, Overhead 
information (EC), 
Watermark bitstream

Cover Image with 0 and 
255 pixels removed, 
Scrambled Watermark 

Cover Image, Location 
map, Watermark 
bitstream

Cover image, Encrypted 
watermark, Location map

Watermark Size 88448 bits 15000 bits 1024 bits 183500 bits 131072 bits

PSNR (OI, WI) 39.76 dB 53 dB 76.87 dB 32.43 dB 66.38 dB
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