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Abstract

In the current competitive corporate landscape, understanding client preferences and adapting marketing 
strategies accordingly has become crucial. This study evaluates the effectiveness of four machine learning 
algorithms (K-Means, Density-Based Spatial Clustering of Applications with Noise (DBSCAN), Gaussian Mixture 
Models (GMM), and Self-Organizing Maps (SOM)) for customer segmentation in the Turkish retail market. 
Two datasets were analyzed: a large-scale Turkish market sales dataset and a focused marketing campaign 
dataset. The research employed a comprehensive methodology encompassing data preparation, algorithm 
application, and performance evaluation using metrics such as the Calinski-Harabasz Index and Davies-
Bouldin score. Results indicate that K-Means demonstrated superior performance in terms of interpretability 
and statistical validity. DBSCAN showed strengths in identifying non-spherical clusters, while GMM and SOM 
provided more granular segmentation. The findings offer actionable insights for Turkish retailers to optimize 
marketing strategies and enhance customer relationship management. This study contributes to the field of 
retail analytics by providing a methodological framework for evaluating customer segmentation techniques in 
specific market contexts.
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I. Introduction

In the dynamic and competitive landscape of modern retail, 
understanding and effectively segmenting customers has 

transcended from being a mere advantage to becoming an absolute 
necessity. Customer segmentation, the meticulous process of grouping 
customers with similar characteristics and purchasing behaviors, has 
emerged as a critical strategy for businesses to navigate this complex 
terrain [1]. Traditional approaches to customer segmentation, while 
valuable, often fall short in capturing the patterns hidden within vast 
and complex datasets. The advent of machine learning techniques has 
opened new avenues for more sophisticated and accurate customer 
segmentation. These methods promise to uncover hidden patterns and 
insights that go beyond basic demographics, potentially revolutionizing 
how businesses understand and interact with their customers [2].

This paradigm shift is particularly evident in the Turkish retail 
market, where local supermarkets face the dual challenge of intense 
competition and rapidly evolving consumer preferences. The Turkish 
retail sector, characterized by its diversity and rapid growth, presents 

a unique context for studying customer segmentation. With major 
players like A101, BIM, CarrefourSA, and Migros dominating the 
field of supermarkets in Türkiye, the need for sophisticated customer 
insights has never been more pressing. These retailers are increasingly 
turning to data analytics to gain a competitive edge, with customer 
segmentation at the forefront of their strategies [3].

The primary goal of this study is to evaluate the effectiveness of 
four machine learning algorithms (K-Means clustering, Density-Based 
Spatial Clustering of Applications with Noise (DBSCAN), Gaussian 
Mixture Models (GMM), and Self-Organizing Maps (SOM)) for 
customer segmentation in the Turkish retail market. This evaluation 
involves comparing these algorithms across two datasets to identify 
their strengths and weaknesses in uncovering actionable customer 
segments. The study also assesses the algorithms using robust metrics 
and explores their practical implications for targeted marketing 
and customer relationship management, ultimately developing a 
framework for selecting the most suitable segmentation technique 
based on specific data and business needs.
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This study contributes to the broader field of retail analytics by 
providing a methodological framework for evaluating customer 
segmentation techniques in specific market contexts. As businesses 
worldwide grapple with the challenges of data-driven decision-making, 
the findings offer insights that can inform strategy development and 
implementation across various retail environments. By identifying the 
most effective segmentation techniques for the Turkish retail market, 
local supermarkets can be equipped with the tools to make data-
driven decisions about customer targeting strategies. This has far-
reaching implications for enhancing customer satisfaction, optimizing 
marketing return of investment (ROI), tailoring product offerings, 
and ultimately fostering long-term customer loyalty in a highly 
competitive market.

In the following sections, the theoretical details of each 
segmentation technique will be analyzed, the methodology for 
comparison will be outlined, findings will be presented, and their 
implications for both practice and future research will be discussed. 
Through this comprehensive analysis, the understanding of customer 
segmentation in retail can be advanced, and actionable insights for 
businesses seeking to leverage data for competitive advantage in the 
dynamic world of modern retail can be provided.

This study is significant for advancing customer segmentation 
techniques by comparing advanced machine learning algorithms, with a 
focus on the Turkish retail market. It provides valuable insights for both 
academics and practitioners, offering practical implications for retailers 
to optimize their marketing strategies, enhance customer experiences, 
and improve decision-making through data-driven approaches. 
Additionally, the study contributes to the broader field of applied 
machine learning, with potential economic benefits for retail sector.

II. Literature Review

In customer segmentation, various methodologies have been 
developed across industries. This study focuses on four key approaches: 
Density-Based Spatial Clustering, Gaussian Mixture Models, Self-
Organizing Maps, and K-means Clustering. These methods have 
been extensively studied and applied in customer segmentation, each 
offering distinct advantages and challenges.

The literature emphasizes the critical role of effective customer 
segmentation in enhancing marketing strategies, improving 
customer satisfaction, and driving business performance. It is 
stated that segmentation enables businesses to tailor offerings and 
communications to specific customer groups, leading to more efficient 
resource allocation and improved customer relationships [4].

Recent years have witnessed a shift towards machine learning-
based approaches in customer segmentation. These methods have 
proven effective in identifying complex patterns within large datasets, 
a valuable capability in the current data-rich business environment. 
However, the effectiveness of these methods can vary depending on 
context and data characteristics. Mehrabi et al. [5] emphasize that 
factors such as data quality, algorithmic bias, and result interpretability 
must be carefully considered in real-world applications .

The following subsections will examine each approach in detail, 
focusing on their theoretical foundations, practical applications, and 
reported effectiveness in customer segmentation tasks. This review 
aims to provide a foundation for understanding the comparative 
analysis conducted in this study.

A. K-means Clustering Approach
K-means clustering has been widely recognized as a popular and 

effective unsupervised machine learning algorithm for customer 
segmentation. Its ability to cluster data points based on similarity 

without requiring labeled data has made it particularly useful in 
scenarios where customer labels are not readily available.

The application of K-means in customer segmentation has been 
extensively documented across various industries. In the retail sector, 
Kansal et al. [6] reported a case study where K-means was used to 
segment customers into four groups based on their shopping habits: 
high-value, medium-value, low-value, and at-risk customers. In the 
banking and financial services industry, Mohit [7] described the use 
of K-means to segment bank customers into three risk categories: 
low-risk, medium-risk, and high-risk, based on their risk profiles. 
Additionally, in telecommunications, Rungruang et al. [9] presented 
a study where K-means was employed to segment telecom customers 
into four groups based on usage patterns: heavy users, medium users, 
light users, and inactive users.

The process of applying K-means clustering for customer 
segmentation typically involves several key steps, as outlined in the 
literature. Determining the optimal number of clusters (k) is a crucial 
step that often involves trial and error, with various k values being 
assessed based on domain knowledge and business goals [7]. The 
initialization of centroids is also important, with advanced techniques 
like k-means++ being used to distribute centroids more evenly across 
the data [10]. The choice of distance metric, such as Euclidean or 
Manhattan distance, can significantly impact the clustering results 
[11]. Finally, the iterative process of updating centroids and reassigning 
data points continues until convergence is reached, indicating the 
successful identification of distinct customer segments [6].

While K-means has been widely applied and proven effective, 
several limitations have been identified in the literature. The 
algorithm’s sensitivity to the initial placement of centroids can lead to 
suboptimal segmentation results [10]. Additionally, K-means assumes 
that clusters are spherical, which may not always align with real-
world data distributions [11]. Furthermore, the requirement to pre-
specify the number of clusters (k) beforehand can be challenging and 
may necessitate domain expertise or trial-and-error approaches [9].

Despite these limitations, K-means clustering is a popular choice 
for customer segmentation due to its simplicity, efficiency, and 
effectiveness in many practical cases.

B. Density-Based Spatial Clustering
Density-Based Spatial Clustering of Applications with Noise 

(DBSCAN) has emerged as a powerful tool for customer segmentation, 
especially in scenarios where clusters have irregular shapes and 
varying densities. The algorithm’s ability to detect clusters of any 
shape and its robustness against noise have been widely recognized 
in the literature [12]. DBSCAN operates by grouping together points 
that are closely packed in space, marking points that lie alone in low-
density regions as outliers. This approach is particularly valuable in 
customer segmentation, where traditional centroid-based methods 
may fail to capture complex relationships between customers.

The process of DBSCAN clustering typically involves several key 
steps: constructing a neighborhood graph, where each node represents 
a data point and edges connect points within a specified distance 
(epsilon); identifying core points, which have at least a minimum 
number of points (MinPts) within their neighborhood; expanding 
clusters from core points to density-reachable points; and labeling 
points not belonging to any cluster as noise [13].

The effectiveness of DBSCAN in customer segmentation has been 
demonstrated across various industries. In a case study of a retail 
company, DBSCAN clustering resulted in the identification of three 
distinct customer groups [13]. These groups were characterized by 
different purchasing behaviors and demographic profiles, providing 
meaningful analysis for targeted marketing strategies.
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One of the key advantages of DBSCAN, is its ability to handle 
outliers effectively [15]. In the context of customer segmentation, this 
translates to the ability to identify niche customer groups or unusual 
purchasing patterns that might be overlooked by other methods.

However, challenges associated with DBSCAN have also been 
identified in the literature. The selection of appropriate values for 
the epsilon and MinPts parameters can be critical to the algorithm’s 
performance, as highlighted by Schubert et al. [16]. This selection often 
requires domain knowledge and can impact the resulting segmentation.

Despite these challenges, DBSCAN has been widely adopted for 
customer segmentation tasks, particularly in scenarios where the 
shape of clusters is not known a priori. Its ability to identify clusters 
of varying densities and shapes makes it a valuable tool in the 
increasingly complex landscape of customer behavior analysis.

C. Gaussian Mixture Model Customer Segmentation
Gaussian Mixture Models (GMMs) have been increasingly applied 

in customer segmentation due to their ability to model complex, multi-
modal data distributions. As described by Scientific [17], GMMs model 
the data as a mixture of Gaussian distributions, with each distribution 
potentially representing a distinct customer group.

The application of GMMs in customer segmentation has been 
documented across various industries. In the retail sector, Zakrzewska 
and Murlewski [8] reported the use of GMMs to categorize retail 
customers into four segments: high-value, medium-value, low-value, 
and at-risk, based on purchasing habits, demographics, and other 
characteristics, where they utilized a hybrid GMM-fuzzy logic model to 
segment bank customers into three risk categories: low-risk, medium-
risk, and high-risk, based on account activity and other variables.

The effectiveness of GMMs in customer segmentation has been 
attributed to their ability to capture complex, multi-dimensional 
relationships in customer data. Naga’s study [17] on a dataset including 
customer age, demographics, gender, income, and purchase history 
reported an accuracy of 70% in customer segmentation using GMM.

However, several challenges associated with GMM-based 
segmentation have been noted in the literature. Determining the 
optimal number of clusters can be difficult, as selecting too many 
Gaussian components may lead to overfitting [17]. The computational 
cost of training GMMs on large datasets can be high, potentially 
limiting their use in real-time customer segmentation scenarios 
[18]. Additionally, the complexity of GMMs can make it challenging 
for businesses to interpret the resulting customer segments and 
translate them into actionable marketing strategies [19]. GMMs are 
also sensitive to the initial values of model parameters, which can 
affect performance [20]. Lastly, GMMs operate under the assumption 
that the data is generated from a mixture of normal distributions, an 
assumption that may not always hold in real-world scenarios [21].

Related to probabilistic clustering approaches, fuzzy clustering 
methods have also shown promise in customer segmentation 
applications. A recent study by Saadi et al. [22] demonstrated how 
fuzzy clustering can improve retrieval performance in case-based 
reasoning systems, suggesting potential synergies between fuzzy 
methods and customer segmentation tasks. While our study focuses 
on GMM, future research could explore the comparative performance 
of fuzzy clustering approaches in the Turkish retail context.

D. Self-Organizing Maps Clustering
Self-Organizing Maps (SOMs) [27], an unsupervised machine 

learning algorithm, have been widely applied in customer 
segmentation due to their ability to handle complex, high-dimensional 
data. The effectiveness of SOMs in visualizing and analyzing such data 
has been documented in studies [23].

The utility of SOMs in customer segmentation has been 
demonstrated in several case studies. Üstebey et al. presented a case 
study on airline passengers, where SOMs were used to segment 
customers based on attributes such as ticket type, fare type, travel 
date, and total fare paid [26]. The study resulted in the identification 
of four distinct customer groups, providing observations for targeted 
marketing strategies.

Key advantages of SOMs in customer segmentation, as highlighted 
in the literature, include their ability to visualize high-dimensional 
data by projecting it onto a lower-dimensional space while preserving 
relationships between data points, which aids in understanding 
complex customer behaviors. Additionally, SOMs facilitate feature 
extraction from complex datasets, potentially uncovering hidden 
patterns in customer behavior. Moreover, SOMs are capable of 
handling non-linear relationships within the data, making them 
particularly suitable for complex customer datasets.

However, several challenges associated with the use of SOMs 
have been identified. SOMs can be sensitive to the initial state of 
the algorithm, potentially leading to different segmentation results 
based on initialization [28]. Additionally, the computational cost of 
training SOMs on large datasets can be significant, which may limit 
their applicability in certain scenarios. Furthermore, the complexity 
of SOMs can sometimes make it difficult for businesses to interpret 
the resulting customer segments and translate them into actionable 
marketing strategies.

To address these challenges, various techniques have been 
proposed in the literature. For instance, Valova et al. [28] suggested 
using multiple initialization techniques and selecting the model that 
yields the best results. Liu et al. [23] and Lundberg & Lee [20] proposed 
methods to enhance the interpretability of SOMs, including feature 
selection and the application of visualization techniques.

III. Problem Definition

In the Turkish retail market, the need for sophisticated customer 
segmentation techniques has become increasingly apparent. The 
problem addressed in this study is the evaluation and comparison 
of various machine learning algorithms for customer segmentation, 
with a focus on their applicability and effectiveness in the Turkish 
retail sector.

The primary challenge lies in determining which of the four selected 
algorithms is the most effective and actionable customer segmentation 
technique for the unique characteristics of the Turkish retail sector: 
K-Means, Density-Based Spatial Clustering of Applications with Noise 
(DBSCAN), Gaussian Mixture Models (GMM), and Self-Organizing 
Maps (SOM). This problem is compounded by the diverse nature of 
available data and the specific characteristics of the Turkish market.

Two distinct datasets are utilized in this study to provide a 
comprehensive evaluation:

1. Turkish Market Sales Dataset: A large-scale Turkish market sales 
dataset comprising 10 million rows.

2. Marketing Campaign Dataset: A more focused marketing 
campaign dataset.

The use of these two datasets allows for the assessment of 
the algorithms’ performance across different data scales and 
characteristics, which is crucial for understanding their practical 
applicability in various retail scenarios.

The problem addresses several critical aspects, including the 
identification of the most effective algorithms for segmenting customers 
based on their purchasing behavior and other relevant attributes. It also 
involves assessing the algorithms’ ability to manage both large-scale 
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data and more focused datasets, while evaluating the interpretability 
and actionability of the resulting customer segments. Furthermore, 
the problem includes determining the computational efficiency and 
scalability of each algorithm, as well as assessing the robustness of the 
segmentation results across different data characteristics.

By addressing these aspects, this study aims to provide Turkish 
retailers to help find out the most suitable customer segmentation 
techniques for their specific needs and data characteristics. The 
ultimate goal is to enable more effective targeted marketing strategies, 
improved customer relationship management, and enhanced business 
decision-making in the Turkish retail sector.

A. Turkish Market Sales (TMS) Dataset
The first dataset utilized in this study is a comprehensive Turkish 

Market Sales Dataset, which provides a wealth of information about 
customer transactions at a local supermarket in Türkiye. This dataset 
is characterized by its large scale, comprising 10 million rows of 
transaction data [31].

This dataset is notable for its scale, consisting of 10 million rows of 
transaction data, which provides a substantial volume for evaluating 
algorithm performance on large-scale retail datasets. Each row 

represents an individual customer transaction, offering a detailed view 
of purchasing behavior at the transaction level. The dataset is also 
rich in features, encompassing various aspects of customer behavior 
and transaction characteristics. These features include customer 
demographics such as age and gender, product information like product 
category and brand, transaction details including purchase amount, 
date and time of purchase, payment method, and store location. The 
temporal aspect of the dataset, marked by the inclusion of transaction 
dates, enables the analysis of purchasing patterns over time, which is 
essential for understanding seasonal trends and the customer lifecycle. 
Additionally, the dataset is multi-dimensional, combining customer, 
product, and transaction data to provide a comprehensive view of 
customer behavior, facilitating complex segmentation analyses. Fig. 1 
plots some of these insights from the dataset.

The use of this dataset presents several challenges and 
opportunities. The large scale of the dataset demands efficient data 
processing and analysis techniques, while the richness of available 
features requires careful consideration in selecting the most relevant 
ones for segmentation. The presence of categorical variables, such as 
product categories and payment methods, requires the application of 
appropriate pre-processing and encoding techniques.
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Fig. 1. Demographic, economic, and consumer behavior analysis on the TMS (first) dataset.
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The TMS dataset provides a realistic representation of the 
complexity and scale of data that large retailers in Türkiye might 
encounter, making it an excellent dataset for evaluating the scalability 
and effectiveness of different segmentation algorithms in the real-
world retail scenario.

B. Marketing Campaign (MC) Dataset
The second dataset utilized in this study is the Marketing 

Campaign (MC) Dataset, which offers a focused examination of 
customer responses to various marketing initiatives [32]. Although 
this dataset is smaller in scale (2240 rows) compared to the Turkish 
Market Sales Dataset (10M rows), it provides a rich set of features 
that are particularly relevant for marketing campaign analysis and 
customer profiling. This dataset is more manageable in size, allowing 
for a detailed analysis of individual customer attributes and behaviors. 
Each entry represents an individual customer, giving a holistic view 
of customer characteristics, including demographics, behavioral data, 
purchase history, customer value metrics, and campaign response 
data. The dataset’s diversity in features, such as birth year, education 

level, website visits, accepted deals, and specific purchase histories 
(e.g., wine and fruits), enriches the analysis. Additionally, it includes 
derived metrics like recency and customer tenure, which offer deeper 
insights into customer behavior and value.

The MC Dataset presents unique opportunities and challenges in 
the context of marketing analysis. Its multi-faceted customer profiles 
allow for the creation of detailed segments, facilitating more refined 
customer segmentation. The inclusion of campaign response data is 
particularly valuable for evaluating segmentation algorithms, enabling 
an assessment of how well these algorithms can identify customer 
groups with similar response patterns. The dataset’s mix of numerical, 
categorical, and ordinal data requires careful pre-processing, making 
the handling of these varied data types a critical aspect of the analysis. 
Furthermore, the broad range of features necessitates a focused 
approach to determining feature importance, which is key to effective 
segmentation. The interaction between demographic factors and 
behavioral data within the dataset allows for a subtle exploration of 
how these elements define customer segments.
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Fig. 2. Demographic, economic, and consumer behavior analysis on the MC (second) dataset.
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The MC Dataset complements the broader Turkish Market 
Sales Dataset by providing a detailed view of individual customers 
and their interactions with marketing campaigns. It enables the 
evaluation of segmentation algorithms in a context directly relevant 
to marketing strategy development and campaign optimization, 
thus playing a crucial role in this study’s analysis. Demographic, 
economic, and consumer behavior analysis on the MC (second) 
dataset can be seen in Fig. 2.

While the two datasets provide complementary perspectives on 
Turkish retail customers, we acknowledge potential selection bias 
in our dataset selection. The Turkish Market Sales dataset may over-
represent urban areas where such data collection is more feasible, 
while the Marketing Campaign dataset may have self-selection bias 
from customers who choose to participate in marketing programs. 
These limitations should be considered when generalizing our findings 
to the broader Turkish retail market.

IV. Methodology

In this study, a comprehensive methodological approach has been 
adopted to evaluate and compare four distinct machine learning 
algorithms for customer segmentation in the context of Turkish retail 
markets. The selected algorithms (K-Means, Density-Based Spatial 
Clustering of Applications with Noise (DBSCAN), Gaussian Mixture 
Models (GMM), and Self-Organizing Maps (SOM)) were applied to 
two different datasets: a large-scale Turkish market sales dataset and 
a focused marketing campaign dataset. The selection of these four 
algorithms was based on their representation of different clustering 
paradigms commonly used in customer segmentation research. 
K-means represents centroid-based approaches (the most widely used 
baseline), DBSCAN represents density-based methods (suitable for 
non-spherical clusters), GMM represents probabilistic models (capable 
of handling overlapping clusters), and SOM represents neural network-
based approaches (excellent for high-dimensional data visualization).

The methodology encompasses several key stages, including data 
pre-processing, feature selection, algorithm implementation, and 
evaluation. Each stage is carefully designed to ensure a rigorous 
and fair comparison of the algorithms’ performance in customer 
segmentation tasks.

A. Proposed Approach
The proposed approach for this study involves a systematic 

comparison of four machine learning algorithms for customer 
segmentation. The primary method for initiating the segmentation 
process is K-means clustering, which serves as a benchmark against 
which the performance of other algorithms is measured. The approach 
can be outlined as follows:

1. Implementation of K-means Clustering:
The optimal number of clusters is determined using the Elbow 
method, followed by the application of K-means clustering on the 
pre-processed data. The resulting clusters are then analyzed and 
interpreted.

2. Application of Alternative Algorithms: 
DBSCAN, GMM, and SOM are implemented on the same pre-
processed data, with appropriate parameter tuning techniques 
employed for each algorithm.

3. Comparative Analysis and Context-Specific Evaluation:
The results from all algorithms are compared based on the 
performance metrics mentioned in subsection IV.G, and the 
interpretability and actionability of the resulting segments 
are assessed. Additionally, the computational efficiency and 

scalability of each algorithm are evaluated. The performance of 
each algorithm is assessed in the context of the Turkish retail 
market, and the applicability of the resulting segments to real-
world marketing strategies is considered.

The proposed approach is designed to not only identify the most 
effective algorithm for customer segmentation but also to provide 
insights into the specific conditions under which each algorithm 
performs best. This information can be valuable for retailers in 
selecting the most appropriate segmentation technique based on their 
specific data characteristics and business objectives.

B. Data Preparation and Preprocessing
Data pre-processing is a crucial step in ensuring the quality and 

reliability of the customer segmentation results. For both the large-
scale Turkish market sales dataset and the focused marketing campaign 
dataset, the following pre-processing steps were undertaken:

1. Data Cleaning: Missing values were identified and handled 
appropriately, using techniques such as row deletions for the 
variables income and age.

2. Feature Engineering: New features were created, such as deriving 
a "total spending" feature from individual transaction amounts in 
the sales dataset.

3. Encoding of Categorical Variables: Categorical variables were 
encoded using appropriate techniques, with one-hot encoding 
applied to nominal categorical variables and ordinal encoding used 
for ordinal variables. For high-cardinality categorical variables, 
techniques such as frequency encoding or target encoding were 
considered to reduce dimensionality.

4. Feature Scaling: Numerical features were scaled to ensure that all 
variables contributed equally to the analysis, with standardization 
(z-score normalization) applied to bring all numerical features to 
a common scale.

5. Data Type Conversion and Dimensionality Reduction: Data 
types were converted as necessary to ensure compatibility with 
the chosen algorithms. For example, categorical variables were 
converted to numerical types for algorithms that require numerical 
inputs. Principal Component Analysis (PCA) has been applied to 
both datasets with n_components=3, to reduce the number of 
features while retaining most of the information.

C. Implementation of Clustering Algorithm
The core of the segmentation procedure is the k-means clustering 

algorithm. Based on their similarity, it repeatedly divides data points 
into a set number of clusters (k). Cluster centroids are initialized by 
the algorithm, either at random or with predetermined values. Our 
approach initialized clusters randomly and used a predetermined 
number of clusters obtained with the Elbow method. After that, each 
data point is assigned to the closest cluster centroid based on the 
Euclidean distance metric. Specifically, the algorithm assigns each 
data point to the cluster whose centroid has the minimum Euclidean 
distance from that point. The centroids are updated by taking the 
mean of all the data points in that cluster after the data points have 
been assigned. The centroids are updated and data points are assigned 
again until convergence is reached, at which point there is no more 
noticeable movement in the centroids.

K-means clustering served as the primary method for initiating the 
customer segmentation process. The approach involved (1) determining 
the optimal number of clusters using the Elbow method and Silhouette 
analysis,(2) initializing cluster centroids, and (3) assigning data points 
to the closest cluster centroid. Centroids were then (4) updated by 
taking the mean of all data points within each cluster, with steps three 
and four repeated until convergence was reached.
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Determining the ideal cluster count (k) is essential for significant 
segmentation. The elbow method and silhouette analysis are two 
popular techniques.

Elbow method: Plotting the within-cluster sum of squares (WCSS) 
against the number of clusters (k) is the elbow method’s method of 
analysis. The elbow point, where the WCSS begins to drop quickly 
and then stabilizes, is found to be the ideal number of clusters; this 
suggests that adding more clusters does not appreciably enhance 
the clustering result. We calculated WCSS for different k values and 
visualized it to identify the elbow point manually. Additionally, it 
leverages the function KElbowVisualizer in the library Yellowbrick, 
to automate the elbow method visualization, aiding in the selection of 
the most suitable number of clusters.

Silhouette analysis: determines how similar an object is to its own 
cluster versus other clusters. The silhouette score ranges between -1 
and 1, with a higher score indicating that the object is well matched 
to its own cluster but poorly matched to neighboring clusters. The 
silhouette coefficient is calculated for each sample by taking the mean 
intra-cluster distance (a) and the mean nearest-cluster distance (b). A 
silhouette score close to 1 indicates that the sample is far away from 
the neighboring clusters; a score of 0 indicates that the sample is on or 
very close to the decision boundary between two neighboring clusters; 
and a score of -1 indicates that the samples may have been assigned to 
the incorrect cluster. We calculated silhouette scores for various cluster 
counts and visualized them to manually determine the best number of 
clusters. Furthermore, we use the function SilhouetteVisualizer in 
the library Yellowbrick, to automate the silhouette method visualization, 
assisting in the selection of the optimal number of clusters. Silhouette 
Analysis indicates that the optimal value for k is 3.

D. Density Based Spatial Clustering of Applications With Noise 
(DBSCAN)

DBSCAN was implemented by considering two important features 
of every data point: a distance threshold (epsilon) and minimum 
neighbors (MinPts). The algorithm identifies clusters as high-density 
areas separated by low-density areas.

Consider a landscape with data points strewn all over it. High-
density areas, such as busy city centers, are recognized by DBSCAN as 
clusters, which are made up of points that are close to one another and 
have lots of neighbors. Noisy areas are those with few data points, such 
as rural or suburban areas. DBSCAN looks at two important features 
of every data point. After fitting the model to the reduced-dimension 
customer data, cluster labels for each data point were extracted from 
the fitted model’s labels attribute. These labels represent cluster 
membership or −1 for outliers. Then, the total number of clusters 
created, the number of outliers discovered, and the distribution of 
points within each cluster were examined.

E. Gaussian Mixture Model
Following the same steps as those employed in K-means clustering, 

including data preparation and cleaning, the GMM model was 
implemented. GMM provides granular segmentation by modeling the 
data as a mixture of Gaussian distributions, where each customer can 
have probabilistic membership across multiple clusters rather than 
hard assignments. This allows for more detailed understanding of 
customer segments, as some customers may exhibit characteristics of 
multiple segments. The code iterated through a range of cluster sizes, 
from 1 to 10, applying a GMM model to the data for each cluster size 
and computing the BIC score, a model selection metric. The number of 
clusters corresponding to the lowest BIC score was selected, indicating 
the most appropriate number of clusters for the data according to this 
metric. Subsequently, a GMM model was trained using the optimal 
number of clusters.

The algorithm estimates the parameters of these Gaussian 
distributions using the Expectation-Maximization (EM) algorithm 
[29], which iteratively refines the cluster assignments and distribution 
parameters until convergence. The trained model was then utilized to 
predict cluster labels for each customer data point, effectively assigning 
each customer to a specific segment based on their attributes. A new 
column labeled ’Cluster’ was added to the data frame to include these 
cluster labels. The distribution of customers across segments was 
displayed by counting the occurrences of each cluster. To visualize the 
data, Principal Component Analysis (PCA) was employed, reducing the 
dimensionality of the data. Scatter plots were generated, with colors 
representing the various clusters, allowing for a visual inspection of 
how customers were classified based on their characteristics.

F. Self-Organizing Maps
The customer data is clustered using Self-Organizing Maps (SOM), 

an unsupervised learning technique for visualizing and analyzing high-
dimensional data. Initially, missing values are handled, and numerical 
features are scaled to ensure consistency. The data is then converted 
into a format suitable for SOM analysis. The optimal SOM grid size 
is determined by comparing quantization errors across various grid 
sizes, with the appropriate grid size selected based on minimizing the 
quantization error as indicated by plotted results.

The SOM is trained on the data using the chosen grid size, and each 
data point is assigned to a cluster based on the winning neuron. The 
dataset is subsequently labeled into clusters for further analysis. The 
segmentation results are analyzed by computing the mean values of 
different attributes within each cluster, providing insights into distinct 
customer segments.

G. Evaluation Metrics
To assess the performance of the clustering algorithms, several 

evaluation metrics were employed:

• Calinski-Harabasz Index: Compares the ratio of between-
cluster variance to the average within-cluster variance.

• Davies-Bouldin Index: Measures the ratio of within-cluster 
scatter to between-cluster separation.

While our study employs the state-of-the-art Calinski-Harabasz 
and Davies-Bouldin indices, recent advances in clustering validation 
have introduced new metrics such as the S-Divergence-Based Internal 
Clustering Validation Index [30], which provides an alternative 
approach to measuring cluster quality. Future work could benefit from 
incorporating these newer validation metrics.

V. Findings

The analysis of the Turkish market sales datasets using the four 
clustering algorithms resulted in several key findings, providing 
insights into customer segmentation within the Turkish retail market.

Two distinct datasets were employed in this study, each offering 
unique perspectives on customer behavior:

• A large-scale dataset comprising 1,000,000 rows and 28 columns, 
providing a comprehensive view of Turkish market sales. This 
dataset offered a broad spectrum of customer interactions and 
transactions, allowing for in-depth analysis of purchasing patterns 
across a wide customer base.

• A more focused marketing campaign dataset of 2240 rows and 
29 columns, which, while smaller in scale, provided targeted 
information on customer responses to specific marketing 
initiatives. This dataset was particularly valuable for understanding 
the effectiveness of various marketing strategies and customer 
engagement levels.
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A. Turkish Market Sales Dataset Results - Using K-Means 
Clustering

Initial analysis of the TMS dataset revealed key demographic 
distributions as shown in Fig. 1, and the correlation matrix of the 
dataset can be found in Fig. 3.
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Fig. 3. Heatmap including (a) all numeric features, and (b) relevant features on 
the Turkish Market Sales Dataset.

The application of K-means clustering to the large-scale dataset 
revealed several important findings:

• Through the application of the Elbow method, it was determined 
that the optimal number of clusters for this dataset was 6 as 
illustrated in Fig. 4. This suggests that the Turkish retail market 
can be effectively segmented into six distinct customer groups, 
each with unique characteristics and behaviors (Fig. 5).

• To visualize these clusters, Principal Component Analysis (PCA) 
was employed. This technique allowed for the reduction of the 
high-dimensional data into a more manageable form, revealing 
clear and distinct customer segments. The visualization highlighted 
the separation between these segments, providing a clear picture 
of the market structure (Fig. 6).
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• The quality of the clustering was assessed using the Davies-
Bouldin score, which was calculated to be less than 2 (1.6020). This 
low score is indicative of well-separated clusters, suggesting that 
the identified customer segments are distinctly different from one 
another. This clear separation is crucial for developing targeted 
marketing strategies for each segment.

Titles, labels, and a legend were added to the plot to ensure clarity 
and understanding. The visualization, created through the combined 
efforts of K-Means and PCA, offers valuable insights into the 
underlying structure of the data. The distribution of data points within 
each cluster can be observed, revealing potential groupings and unique 
characteristics. Subsequently, the original data was merged with the 
cluster labels assigned by K-means, resulting in a new DataFrame that 
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incorporates these cluster labels. This enhancement allows for the 
analysis of features within each cluster, comparison of characteristics 
across groups, and a deeper understanding of the data’s structure. It 
effectively tags each data point with a group membership, facilitating 
further exploration.

B. Marketing Campaign Dataset Results
Initial analysis of the Marketing Campaign (MC) dataset revealed 

key demographic distributions as shown in Fig. 2 and the correlation 
matrix of the dataset can be found in Fig. 7. The analysis of the focused 
marketing campaign dataset using various clustering algorithms 
provided detailed insights into customer segmentation.
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Fig. 7. Correlation matrix of the Marketing Campaign dataset.
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A Silhouette analysis and the Elbow method were performed, which 
identified the optimal number of clusters as three. This result assisted 
in determining the appropriate value for k, as illustrated in Fig. 8.

1. K-Means
The K-means algorithm identified three distinct clusters within the 

dataset, indicating three primary customer segments in the context 
of marketing campaign responses, as shown in Fig. 9. Notably, 
Cluster 1 emerged with the highest customer count, suggesting it as 
a dominant segment that could be a key target for marketing efforts, 
as illustrated in Fig. 10. Significant differences were observed across 
the clusters in terms of income levels, frequency of website purchases, 
and responsiveness to deal purchases, offering valuable insights for 
tailoring marketing strategies to the specific preferences and behaviors 
of each segment.
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Each cluster was visualised according to the results for each 
feature, as presented in Fig. 11, which provides valuable insights 
into the characteristics of the clusters. (a) presents the number of 
days since a member became a customer, identifying Clusters 0 and 
2 as the oldest and most loyal customer groups. (b) highlights the 
number of purchases made through the catalogue, where Cluster 0 
exhibited the strongest response, corresponding to the second cluster 
in the DBSCAN clustering approach Fig. 12. (c) shows the number of 
purchases made through supermarket deals, indicating that Clusters 1 
and 2 are more responsive to deals, according to K-means results. (d) 
illustrates the family size of customers within each cluster, showing 
that most clusters consist of families with 2 or 3 members, indicating 
that family size was not a significant differentiating factor for 
clustering. (e) demonstrates the recency of purchases, with cluster 1 
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having the highest recency. (f) shows the number of in-store purchases, 
with Clusters 0 and 1 showing the highest purchase rates, emphasising 
the distinct purchasing behaviours of each cluster as identified by 
K-means. (g) displays the number of website visits, which corresponds 
to Cluster 9 in the GMM method shown in Fig. 13, providing insights 
into the patterns of website usage across clusters, which could inform 
future marketing strategies. (h) illustrates the number of purchases 
made through the website, revealing that Clusters 0 and 1 purchase 
from the website more frequently than Cluster 2, a pattern that is 
consistent with the K-means method but not clearly defined in GMM 
V.B.3 and SOM V.B.4 clustering algorithms.
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section 1, under K-means.

2. DBSCAN
The DBSCAN algorithm, known for its ability to identify clusters 

of arbitrary shape, revealed three main clusters and additionally 
identified outliers. This suggests the presence of niche customer 
groups that might be overlooked by other methods. Across these 
clusters, notable variations were observed in spending patterns, family 
size, and responsiveness to marketing campaigns. These insights 
offer a more detailed and subtle understanding of customer behavior, 
potentially uncovering unique market segments.

DBSCAN clustering results across the Marketing Campaign dataset 
can be found in Fig. 12. DBSCAN produced a relatively better Calinski-
Harabasz score compared to other methods, suggesting a favorable 
balance between cluster density and separation.

The customer clusters were analyzed across key attributes, 
including spending patterns, family size, and purchasing behaviors. 
Total spending, shown in (a), reveals expenditure differences, with 
Cluster 0 as the highest spender. Family size (b), shows that most 
clusters have 2 to 3 members, with Cluster 0 having the largest families, 
indicating DBSCAN’s consideration of this factor. Deal responsiveness 
in (c) highlights Cluster 2 as the most responsive, while Cluster 0 is 
the least, demonstrating the influence of deal purchases on clustering.

Store purchases, illustrated in (d), are highest in Cluster 2, consistent 
with GMM V.B.3 and SOM V.B.4 results. Website visits, shown in 
(e), indicate minimal differences, with Cluster 0 leading. Catalog 
purchases, in (f), also peak in Cluster 0, aligning with DBSCAN’s focus 
on purchasing behavior.

Website purchases, shown in (g), place Cluster 2 as active online 
spenders. Age distribution in (h) shows Cluster 2 as middle-aged, 
while Cluster 1 is older. Cluster 2 also leads in accepted campaigns 
(i), reflecting their engagement. Income distribution, shown in (j), 
identifies Cluster 0 with the lowest income. Recency of purchases, in 
(k), shows Cluster 1 as the most recent buyers, and tenure (l), suggests 
Cluster 2 has the longest customer relationship. DBSCAN’s clustering 
primarily focused on purchasing behavior while only slightly 
considering attributes like tenure.

3. GMM
The Gaussian Mixture Model approach identified 10 distinct 

clusters, providing a more granular segmentation of the customer base. 
Each cluster exhibited varying characteristics in terms of spending 
habits, family size, and purchasing behavior, offering a highly detailed 
view of customer segments. Fig. 13 contains the results of each cluster 
analysis using the GMM clustering method according to the features.

The analysis and visualization of the ten customer clusters 
revealed distinct spending patterns, demographic characteristics, and 
purchasing behaviors. Cluster 6 showed the highest spending rate, 
identifying its members as the most active spenders, though spending 
varied within the cluster (a). Family sizes ranged mainly between 2 to 3 
members, with Cluster 0 having larger families averaging 4 members, 
while Cluster 7 averaged 2 members (b). Cluster 0 also had the 
highest deal purchase response, marking these customers as the most 
receptive to promotions (c). Store purchases were highest in Cluster 1, 
while Cluster 7 had the least activity, including a group with zero store 
purchases (d). Cluster 0 led in website visits, aligning with its high deal 
purchase rate (e), and catalog purchases were strong in Clusters 3 and 
6 (f). Cluster 1 dominated in website purchases, highlighting GMM’s 
effectiveness in defining clusters based on purchase behaviors (g). Age 
distribution showed Cluster 2 as the oldest group, while Clusters 9 and 
7 were the youngest (h). Campaign acceptance was highest in Cluster 
6 (i), and Cluster 2 had the highest income, making it the wealthiest 
group (j). Cluster 4 had the most recent purchases (k), and Cluster 
0 had the longest customer tenure (l), marking them as the oldest 
customer segment within the supermarket.

4. SOM
The Self-Organizing Maps technique resulted in the identification 

of 17 clusters, the highest number among all methods used. Each of 
these clusters presented unique characteristics based on factors such 
as age, income, and purchasing patterns. While this high number of 
clusters provides extremely detailed segmentation, it may present 
challenges in terms of practical application in marketing strategies. 
Cluster 1: Customers in this cluster tend to have an average family 
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size of approximately three members and are older, with an average 
age of around 56. They have a relatively low average income and a low 
total spending on products. These customers often make infrequent 
purchases, especially of meat and fish products, and are not very 
responsive to marketing campaigns. Cluster 2: These customers 
typically have medium incomes and moderate spending habits. They 
are mostly middle-aged, around 47 years old, with an average family 
size of about three members. Their purchase frequency is moderate, 
particularly for wines and sweets, and they show limited engagement 
with marketing efforts. They visit web stores quite often and are 
relatively consistent in their purchasing patterns. Cluster 3: This 
group has a slightly higher average age of 50 and consists of families 
with approximately three members. They have moderate incomes and 
spending levels, especially on wine, meat, and sweets. These customers 
show moderate responsiveness to marketing campaigns and have a 
balanced approach to both online and in-store purchases. Cluster 4: 
comprises smaller families, often single individuals or couples, with 
the lowest average income among the clusters. These customers are 

relatively young, around 41 years old, and have minimal spending, 
particularly on non-essential items like sweets and gold products. They 
show low engagement with marketing campaigns and visit online 
stores moderately. Cluster 5: With an average family size of nearly 
three, these customers have medium incomes and spending habits. 
They are generally middle-aged, around 50 years old, and exhibit 
moderate purchasing patterns, especially for wine and sweets. Their 
responsiveness to marketing campaigns is average, and they balance 
their shopping between online and physical stores. Cluster 6: This 
cluster consists of slightly larger families, around three members, with 
higher incomes and spending, particularly on wine and gold products. 
These customers are typically older, averaging 54 years in age, and 
show moderate engagement with marketing campaigns. They make 
frequent purchases both online and in-store, reflecting their active 
shopping behavior. Cluster 7: Customers in this cluster are older, 
averaging 58 years, with nearly three family members. They have high 
incomes and significant spending, particularly on wine, meat, and gold 
products. Their responsiveness to marketing campaigns is higher than 
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Fig. 12. DBSCAN clustering results across the Marketing Campaign dataset. Details are in section V.B.2, under DBSCAN.
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average, and they frequently shop both online and in-store, making 
them highly valuable customers. Cluster 8: These customers, averaging 
around 52 years old, have a slightly larger family size of about three 
members. Their income and spending levels are moderate, with a 
focus on wine and gold products. They show limited responsiveness to 
marketing campaigns but are consistent in their purchasing patterns, 
both online and in physical stores. Cluster 9: This cluster consists 
of families with approximately two to three members, averaging 45 
years old. They have moderate incomes and spending, particularly 
on wine and gold products. These customers show a low engagement 
with marketing campaigns and have a balanced approach to online 

and in-store shopping. Cluster 10: Customers in this cluster are older, 
around 58 years, with moderate family sizes. They have high incomes 
and spend significantly, particularly on meat and fish products. Their 
engagement with marketing campaigns is above average, and they 
frequently shop both online and in physical stores, reflecting their 
active consumer behavior. Cluster 11: This group has high-income 
customers, typically around 54 years old, with smaller families. They 
exhibit high spending, especially on wine and gold products, and show 
moderate responsiveness to marketing campaigns. These customers 
visit online stores frequently and have a consistent purchasing pattern. 
Cluster 12: Customers in this cluster are older, averaging 57 years, 
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Fig. 13. GMM clustering results across the Marketing Campaign dataset. Details are in section V.B. 3, under GMM.
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with smaller family sizes. They have high incomes and substantial 
spending, particularly on wine and gold products. They are highly 
responsive to marketing campaigns and exhibit frequent shopping 
behavior both online and in physical stores, making them highly 
valuable. Cluster 13: These customers are older, averaging around 
58 years, with larger family sizes. They have moderate incomes and 
spending levels, particularly on wine and sweets. Their engagement 
with marketing campaigns is average, and they balance their shopping 
between online and physical stores. Cluster 14: This cluster consists 
of relatively younger customers, around 56 years old, with smaller 
family sizes. They have high incomes and significant spending, 
especially on wine, meat, and gold products. Their responsiveness 
to marketing campaigns is very high, and they frequently shop both 
online and in-store, making them among the most valuable customers. 
Cluster 15: Customers in this cluster are older, averaging 60 years, 
with larger family sizes. They have moderate incomes and spending 
levels, particularly on wine and sweets. Their engagement with 
marketing campaigns is average, and they balance their shopping 
between online and physical stores. Cluster 16: This group consists 
of middle-aged customers, around 49 years old, with medium family 
sizes. They have moderate incomes and spending levels, particularly 
on wine and sweets. Their responsiveness to marketing campaigns is 
low, and they show consistent purchasing patterns, both online and in 
physical stores. Cluster 17: These customers are older, around 53 years, 
with larger family sizes. They have moderate incomes and spending 
levels, particularly on wine and gold products. Their engagement 
with marketing campaigns is above average, and they balance their 
shopping between online and physical stores.

C. Comparative Analysis of Clusters
The application of four distinct clustering algorithms to the 

Marketing Campaign dataset revealed unique insights into customer 
segmentation:

• K-means: Provided a clear, income-based segmentation with 
three distinct clusters.

 - Uniquely identified a high-income, young (average 32 years) 
customer segment with high marketing responsiveness.

 - Revealed an inverse relationship between income and recency 
of purchases.

 - Emphasized the importance of purchasing behavior in defining 
customer segments.

 - Highlighted the correlation between high spending, frequent 
website visits, and marketing campaign acceptance.

• DBSCAN: Excelled in identifying outliers and non-spherical 
clusters.

 - Uncovered a distinct group of moderate-income, highly 
engaged customers (Cluster 2).

 - Uniquely categorized customers with variable spending 
patterns as outliers, potentially identifying niche market 
segments.

• Gaussian Mixture Model (GMM): Provided the most granular 
segmentation with 10 distinct clusters.

 - Revealed subtle variations in customer behavior, particularly 
in the high-income segments.

 - Identified a unique cluster (Cluster 0) combining large family 
size, high deal responsiveness, and frequent website visits.

• Self-Organizing Maps (SOM): Offered the most detailed age-
based segmentation with 17 clusters.

 - Provided nuanced insights in age and consumer behavior 
(Cluster 6) as described in Section V.4.

 - Uniquely identified several high-value, older customer 
segments with distinct purchasing preferences.

TABLE I. Comparison of Clustering Methods

Method Dataset Clusters Calinski-Harabasz Davies-Bouldin

K-means Turkish Market Sales 6 – 1.60

K-means Marketing Campaign 3 617.33 1.85

DBSCAN Marketing Campaign 3 302.34 1.26

GMM Marketing Campaign 10 184.92 2.29

SOM Marketing Campaign 17 611.83 0.63

TABLE II. Summary of Clustering Results Across Algorithms (SP: Spending Patterns, FS: Family Size, PB: Purchasing Behaviors, AD: Age 
Distribution, MR: Marketing Responsiveness)

Attribute K-means DBSCAN GMM SOM

SP High: Cluster 0
Medium: Cluster 1
Low: Cluster 2

High: Cluster 0
Medium: Cluster 2
Low: Cluster 1

High: Cluster 6
Medium: Clusters 1, 3, 5
Low: Clusters 0, 4, 7

High: Clusters 6, 7, 10, 12, 14
Medium: Clusters 2, 3, 5, 8, 9
Low: Clusters 1, 4

FS Large: Cluster 1
Medium: Cluster 2
Small: Cluster 0

Large: Cluster 0
Medium: Cluster 2 
Small: Outliers

Large: Cluster 0 
Medium: Most clusters
Small: Cluster 7

Large: Clusters 13, 15, 17 
Medium: Most clusters
Small: Clusters 4, 11, 14

PB Online: N/A
In-store: Clusters 0, 1
Catalog: Cluster 0

Online: Cluster 1
In-store: Cluster 2
Catalog: Cluster 1

Online: Cluster 1
In-store: Cluster 1
Catalog: Clusters 3, 6

Online: Clusters 2, 7, 12, 14
In-store: Clusters 3, 6, 10
Catalog: Varied

AD Oldest: Cluster 2 (39)
Middle: Cluster 1 (38)
Youngest: Cluster 0 (32)

Oldest: Cluster 2
Middle: Cluster 1 Youngest: N/A

Oldest: Cluster 2 
Middle: Most clusters
Youngest: Clusters 7, 9

Oldest: Cluster 15 (60) 
Middle: Most clusters
Youngest: Cluster 4 (41)

MR High: Cluster 0
Medium: Cluster 1
Low: Cluster 2

High: Cluster 1 
Medium: Outliers
Low: Clusters 0, 2

High: Cluster 6
Medium: Clusters 3, 5, 8
Low: Clusters 0, 4, 7

High: Clusters 7, 12, 14
Medium: Clusters 3, 5, 8, 13
Low: Clusters 1, 4, 16
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The trade-off between interpretability and complexity is evident 
across our results. K-means provides straightforward, easily 
interpretable segments ideal for immediate business application, as 
evidenced by its clear three-cluster structure that retail managers 
can readily understand and act upon. DBSCAN maintains reasonable 
interpretability while adding the capability to identify outliers, offering 
a balance between simplicity and advanced clustering capabilities. In 
contrast, GMM (10 clusters) and SOM (17 clusters) offer significantly 
more granular segmentation but require additional analytical expertise 
to translate into actionable strategies. This increasing complexity 
allows for more nuanced understanding of customer behavior but 
may challenge practical implementation in retail environments where 
quick decision-making is essential.

Cross-algorithm comparisons revealed several key insights:

1. Income and age consistently emerged as primary factors in 
customer segmentation across all algorithms.

2. The inverse relationship between income and purchase recency 
was a common finding, particularly evident in K-means and 
DBSCAN results.

3. While K-means provided a broad overview with three clusters, 
GMM and SOM offered more granular insights, potentially useful 
for highly targeted marketing strategies.

4. DBSCAN’s ability to identify outliers provided unique insights 
into niche customer groups that other algorithms might have 
overlooked.

Table I displays the results of various clustering methods applied to 
2 different datasets, evaluating their performance based on the number 
of clusters identified, Calinski-Harabasz Index, and Davies-Bouldin 
score. The performance evaluation, using metrics such as the Calinski-
Harabasz Index and the Davies-Bouldin Index, indicated that K-Means 
achieved the highest scores. Although GMM and SOM also yielded 
respectable scores, the highest CH score was achieved by K-Means, 
affirming its effectiveness for the datasets and objectives of this study.

Table II summarizes the clustering result across algorithms in a 
standardized notion. The composite attribute definitions used in the 
table are as follows:

• SP: Spending Patterns
 - High: Customers who spend the most money (high-value 

customers)

 - Medium: Customers with moderate spending levels

 - Low: Customers who spend the least (low-value customers)

• FS: Family Size
 - Large: Customers with big families

 - Medium: Customers with average-sized families (typically 
2-3 members)

 - Small: Customers with small families or single-person 
households

• PB: Purchasing Behaviors
 - Online: Customers who prefer to shop through websites/

online platforms

 - In-store: Customers who prefer to shop at physical store 
locations

 - Catalog: Customers who prefer to shop through catalogs 
(mail-order)

• AD: Age Distribution
 - Oldest: The older customer segments

 - Middle: Middle-aged customer segments

 - Youngest: The younger customer segments

• MR: Marketing Responsiveness
 - High: Customers who frequently respond to marketing 

campaigns, deals, and promotions

 - Medium: Customers with moderate response to marketing 
efforts

 - Low: Customers who rarely respond to marketing campaigns 
or promotions

VI. Conclusion and Future Work

This study conducted a comprehensive comparative analysis of 
four machine learning algorithms (K-means, DBSCAN, GMM, SOM) 
for customer segmentation in the Turkish retail market. Using two 
distinct datasets, a large-scale Turkish market sales dataset and a 
focused marketing campaign dataset, this research aimed to identify 
the most effective and actionable customer segmentation techniques 
for the unique characteristics of the Turkish retail sector.

K-means demonstrated the most robust performance, offering a 
balance between interpretability and statistical validity. DBSCAN 
showed strengths in identifying non-spherical clusters and handling 
outliers, while GMM and SOM provided more granular segmentation 
at the cost of increased complexity.

These findings have shown significant implications for Turkish 
retailers, enabling more targeted marketing strategies and 
improved customer relationship management. However, the study’s 
limitations, including its focus on specific datasets, suggest caution 
in generalizing results.

An important consideration for retailers is the trade-off between 
model interpretability and complexity. Our findings demonstrate 
that while simpler algorithms like K-means offer highly interpretable 
results that can be readily implemented by marketing teams, more 
complex methods such as GMM and SOM provide deeper insights 
that may require specialized expertise to leverage effectively. 
Organizations must balance their need for sophisticated customer 
understanding against their capacity to interpret and act upon 
complex segmentation results.

Future work should explore the potential of deep learning 
techniques and hybrid models that combine traditional clustering 
approaches with neural networks, which could provide more 
sophisticated pattern recognition and potentially uncover complex, 
non-linear relationships in customer behavior data. These advanced 
approaches might include autoencoders for dimensionality reduction, 
deep clustering methods, or ensemble approaches that leverage the 
strengths of multiple algorithms.

Additionally, future research should explore the application of these 
algorithms across diverse retail sectors in Turkiye, investigate the 
long-term effectiveness of resulting marketing strategies, and examine 
how Turkish cultural norms, regional differences, and consumer 
behavior patterns influence segmentation strategies by analyzing 
how factors such as traditional shopping habits, family structures, and 
regional economic differences affect the interpretation and application 
of clustering results.
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