
“And just like any company that blissfully 
ignored the Internet at the turn of the 
century, the ones that dismiss the Internet 
of Things risk getting le� behind.”
Jared Newman

International Journal of 
Interactive Multimedia 
and Arti�cial Intelligence

September 2022, Vol. VII, Number 5
ISSN: 1989-1660

Special Issue on Multimedia Streaming and Processing in Internet of Things with Edge Intelligence



INTERNATIONAL JOURNAL OF INTERACTIVE MULTIMEDIA AND ARTIFICIAL INTELLIGENCE

ISSN: 1989-1660 –VOL. 7, NUMBER 5

EDITORIAL TEAM

Editor-in-Chief
Dr. Rubén González Crespo, Universidad Internacional de La Rioja (UNIR), Spain

Managing Editors
Dr. Elena Verdú, Universidad Internacional de La Rioja (UNIR), Spain
Dr. Javier Martínez Torres, Universidad de Vigo, Spain 
Dr. Vicente García Díaz, Universidad de Oviedo, Spain
Dr. Xiomara Patricia Blanco Valencia, Universidad Internacional de La Rioja (UNIR), Spain

Office of Publications
Lic. Ainhoa Puente, Universidad Internacional de La Rioja (UNIR), Spain

Associate Editors
Dr. Enrique Herrera-Viedma, University of Granada, Spain
Dr. Witold Perdrycz, University of Alberta, Canada
Dr. Miroslav Hudec, University of Economics of Bratislava, Slovakia
Dr. Seifedine Kadry, Noroff University College, Norway
Dr. Nilanjan Dey, JIS University, India
Dr. Jörg Thomaschewski, Hochschule Emden/Leer, Emden, Germany
Dr. Mu-Yen Chen, National Cheng Kung University, Taiwan
Dr. Francisco Mochón Morcillo, National Distance Education University, Spain 
Dr. Manju Khari, Jawaharlal Nehru University, New Delhi, India
Dr. Carlos Enrique Montenegro Marín, Francisco José de Caldas District University, Colombia
Dr. Juan Manuel Corchado, University of Salamanca, Spain
Dr. Giuseppe Fenza, University of Salerno, Italy
Dr. S.P. Raja, Vellore Institute of Technology, Vellore, India
Dr. Jerry Chun-Wei Lin, Western Norway University of Applied Sciences, Norway
Dr. Abbas Mardani, The University of South Florida, USA
Dr. Amrit Mukherjee, University of South Bohemia, Czech Republic

Editorial Board Members
Dr. Rory McGreal, Athabasca University, Canada
Dr. Óscar Sanjuán Martínez, Lumen Technologies, USA
Dr. Anis Yazidi, Oslo Metropolitan University, Norway
Dr. Juan Pavón Mestras, Complutense University of Madrid, Spain
Dr. Lei Shu, Nanjing Agricultural University, China/University of Lincoln, UK
Dr. Ali Selamat, Malaysia Japan International Institute of Technology, Malaysia
Dr. Hamido Fujita, Iwate Prefectural University, Japan
Dr. Francisco García Peñalvo, University of Salamanca, Spain
Dr. Francisco Chiclana, De Montfort University, United Kingdom
Dr. Jordán Pascual Espada,Oviedo University, Spain
Dr. Ioannis Konstantinos Argyros, Cameron University, USA
Dr. Ligang Zhou, Macau University of Science and Technology, Macau, China
Dr. Juan Manuel Cueva Lovelle, University of Oviedo, Spain
Dr. Pekka Siirtola, University of Oulu, Finland
Dr. Peter A. Henning, Karlsruhe University of Applied Sciences, Germany
Dr. Vijay Bhaskar Semwal, National Institute of Technology, Bhopal, India
Dr. Anand Paul, Kyungpook National Univeristy, South Korea
Dr. Javier Bajo Pérez, Polytechnic University of Madrid, Spain
Dr. Jinlei Jiang, Dept. of Computer Science & Technology, Tsinghua University, China
Dr. B. Cristina Pelayo G. Bustelo, University of Oviedo, Spain
Dr. Masao Mori, Tokyo Institue of Technology, Japan

- 2 -



- 3 -- 3 -

Dr. Rafael Bello, Universidad Central Marta Abreu de Las Villas, Cuba
Dr. Daniel Burgos, Universidad Internacional de La Rioja - UNIR, Spain
Dr. JianQiang Li, Beijing University of Technology, China
Dr. Rebecca Steinert, RISE Research Institutes of Sweden, Sweden
Dr. Monique Janneck, Lübeck University of Applied Sciences, Germany
Dr. Carina González, La Laguna University, Spain
Dr. Mohammad S Khan, East Tennessee State University, USA
Dr. David L. La Red Martínez, National University of North East, Argentina
Dr. Juan Francisco de Paz Santana, University of Salamanca, Spain
Dr. Octavio Loyola-González, Tecnológico de Monterrey, Mexico
Dr. Guillermo E. Calderón Ruiz, Universidad Católica de Santa María, Peru
Dr. Moamin A Mahmoud, Universiti Tenaga Nasional, Malaysia
Dr. Madalena Riberio, Polytechnic Institute of Castelo Branco, Portugal
Dr. Juan Antonio Morente, University of Granada, Spain
Dr. Manik Sharma, DAV University Jalandhar, India
Dr. Edward Rolando Núñez Valdez, University of Oviedo, Spain
Dr. Juha Röning, University of Oulu, Finland
Dr. Paulo Novais, University of Minho, Portugal
Dr. Sergio Ríos Aguilar, Technical University of Madrid, Spain
Dr. Hongyang Chen, Fujitsu Laboratories Limited, Japan
Dr. Fernando López, Universidad Internacional de La Rioja - UNIR, Spain
Dr. Runmin Cong, Beijing Jiaotong University, China
Dr. Manuel Perez Cota, Universidad de Vigo, Spain
Dr. Abel Gomes, University of Beira Interior, Portugal
Dr. Víctor Padilla, Universidad Internacional de La Rioja - UNIR, Spain
Dr. Mohammad Javad Ebadi, Chabahar Maritime University, Iran
Dr. Andreas Hinderks, University of Sevilla, Spain
Dr. Brij B. Gupta, National Institute of Technology Kurukshetra, India
Dr. Alejandro Baldominos, Universidad Carlos III de Madrid, Spain



International Journal of Interactive Multimedia and Artificial Intelligence, Vol. 7, Nº5

- 4 -- 4 -
DOI:  10.9781/ijimai.2022.08.010

Editor’s Note

As the Internet of Things (IoT) further develops and expands to the 
Internet of Everything (IoE), high-speed multimedia streaming 

data processing, analysis, and shorter response times are increasingly 
becoming the demands of today. Driven by the Internet of Things 
(IoT), a new computing paradigm, Edge computing, is currently 
developing rapidly. Compared with traditional centralized general-
purpose computing, Edge computing is a distributed architecture. 
The operations of applications, data and services are moved from 
the central node of the network to the edge nodes on the network 
logic for processing. Under this structure, the analysis of data and the 
generation of knowledge are closer to the source of the data, so it is 
more suitable for processing. However, with the rapid development 
of 5G, IoT and other services and scenarios, there are more and more 
intelligent terminal devices. Multimedia streaming processing in IoT 
becomes a very prominent problem. To overcome this problem, the 
adoption of intelligent Edge or Artificial Intelligence (AI) powered 
Edge computing (Edge-AI) can achieve the goals of lower cost, higher 
security, lower latency, and ease of management.

Recently, many network modeling methods, computing algorithms, 
and signal processing technologies have been successfully developed 
and applied to multimedia streaming processing in IoT with Edge 
Intelligence. A total of 13 papers are presented in this special issue for 
the purpose of collecting the latest developments and results on this 
research topic. We divide them into three categories: production and 
life applications, security, and text and image processing.

In the first set, Shi et al., in medical signal processing, constructed 
a framework for Electroencephalogram (EEG) signal recognition 
of epileptic seizures based on cloud-edge computing. Through local 
signal acquisition, edge signal processing and cloud signal recognition, 
the diagnosis of epilepsy is realized, which provides new ideas for 
real-time diagnosis and feedback of EEG during epileptic seizures. 
In addition to this, there is another paper in Electromyography 
(EMG) signal processing in which Proaño et al. proposed an adaptive 
filtering system based on embedded processing, which is an excellent 
alternative to sensor-computer-actuator systems and classical 
digital signal processors (DSP) devices. Romany et al., in intelligent 
surveillance, developed an integrated artificial intelligence technology 
for video surveillance in IoT-enabled wireless multimedia sensor 
networks (WMSN). The innovation of this study focuses on the 
object detection design of compression and clustering technologies 
for WMSN. In the Internet of Things for agriculture, aiming at the 
Unmanned Aerial Vehicle (UAV) path planning problem involved in 
monitoring technology in agricultural information monitoring, Qun et 
al. proposed an Improved Grey Wolf Optimization (IGWO) algorithm, 
which realizes the flight path planning of UAV in crop pest monitoring. 
Finally, in urban planning, Wen et al. proposed an integrated model of 
street tree detection and extraction from remote sensing images based 
on YOLOv4 and Unet network, which realizes the automation of street 
tree contour extraction and more accurate estimation of street tree 
coverage ratio.

Security has always been an important topic in the computer field. 
This special issue features three related studies, one focusing on 
doppelganger attacks on connected networks, one focusing on IoT 
software chain security situational awareness and the last focusing on 
information security in agricultural IoT.

The former is authored by Deepak et al., who developed a new 
technology called Steering Convention for Vitality Effective Systems 
(SC-VFS) to detect doppelganger attacks in IoT-based intelligent health 

applications. The main advantage of this study is that it improves 
vitality proficiency, a key constraint in the WSN framework. The 
second, by Xu et al., proposed an IoT software chain security situational 
awareness framework, which mainly includes two processes: IoT 
security situation classification based on support vector machines 
and security situation awareness based on Markov game model. It 
shows great potential in IoT system protection. Finally, Guo et al. 
proposed a general IoT blockchain terminal system architecture that 
integrates cryptography, blockchain and Interplanetary File System 
(IPFS) technologies, which strongly supports the integration of IoT 
and blockchain technologies.

The third set of articles focuses on the processing of text and 
images. For example, in text processing, Yong et al., with the help of the 
recently proposed Extended Variational Inference (EVI) framework, 
proposed a new function to replace the original variational object 
function to avoid the intractable moment computation, which can be 
used in an efficient way to derive analytically tractable solutions to 
invert Beta-Liouville mixture model (IBLMM). Chao et al., found that 
the interactive causality of the correlation between labels was often 
ignored, and proposed an Interactive Causal Correlation Space Reshape 
Multi-Label Classification (CCSRMC) algorithm, which reduces 
redundant information in the model and improves the performance 
of multi-label classifiers to a certain extent. In image processing, Shao 
et al. improved the representation power of importance maps using 
a Squeeze-and-Excitation (SE) block, and proposed a multi-depth 
structure to reconstruct non-important channel information at low 
bit rate. Dynamic Receptive Field Convolution (DRFc) is introduced to 
improve the ability of ordinary convolution to extract edge information, 
thereby increasing the weight of edge content in the importance map 
and improving the reconstruction quality of edge regions. Hong et al. 
proposed a novel end-to-end dehazing method, using the Encoder-
Decoder structure to extract the texture and semantic features of hazy 
images, and obtained very good dehazing performance. Finally, Rabia 
et al., proposed a Diverse Domain Generative Adversarial Network 
(DD-GAN) for style transfer on real-time photographs, which realizes 
fast diverse domain style transfer on human face images with higher 
efficiency.

Finally, we would like to thank both the authors and reviewers who 
contributed to the special issue. Thank you so much for your hard 
work and support throughout the process.
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Abstract

Epilepsy is one kind of brain diseases, and its sudden unpredictability is the main cause of disability and even 
death. Thus, it is of great significance to identify electroencephalogram (EEG) during the seizure quickly and 
accurately. With the rise of cloud computing and edge computing, the interface between local detection and 
cloud recognition is established, which promotes the development of portable EEG detection and diagnosis. 
Thus, we construct a framework for identifying EEG signals in epileptic seizure based on cloud-edge computing. 
The EEG signals are obtained in real time locally, and the horizontal viewable model is established at the edge 
to enhance the internal correlation of the signals. The Takagi-Sugeno-Kang (TSK) fuzzy system is established 
to analyze the epileptic signals. In the cloud, the fusion of clinical features and signal features is established to 
establish a deep learning framework. Through local signal acquisition, edge signal processing and cloud signal 
recognition, the diagnosis of epilepsy is realized, which can provide a new idea for the real-time diagnosis and 
feedback of EEG during epileptic seizure.

DOI:  10.9781/ijimai.2022.07.001
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I. Introduction

The epilepsy is a brain disease. Although most people with epilepsy 
are the same as normal people during the period of non-seizure, 

the unpredictability of epileptic sudden occurrence is the main cause 
of disability and even death of epileptic patients. The uncertainty of 
seizure seriously affects the life of patients [1]. Epilepsy is a chronic 
brain disease with recurrent seizures. Epilepsy is mainly caused by 
excessive discharge of brain neurons. It has the characteristics of 
paroxysmal, transient, repetitive and stereotyped. It can be manifested 
in sensory, motor, consciousness, spirit, behavior and autonomic nerve 
dysfunction. Human epilepsy has two characteristics: epileptiform 
discharges on electroencephalogram (EEG) and clinical seizures. 
The medical history is the main basis for the diagnosis of epilepsy. 
Doctors need to know through medical history: the characteristics 
of generalized tonic clonic seizures are loss of consciousness and 
generalized convulsions. If there is only general convulsion without 
sudden loss of consciousness, this does not support the diagnosis of 
epilepsy. Absence of consciousness, pseudoseizures or hypocalcemic 
convulsions should occur to tumble down. If the loss of consciousness 
is accompanied by a fall, the possibility of syncope is greater than 

that of absence attack. Automatism is characterized by abnormal 
behavior with disturbance of consciousness, seemingly purposeful 
but actually aimless. If the details of the seizure can be repeated after 
the seizure, it does not support the diagnosis of epilepsy. Epileptiform 
discharge on EEG is an important diagnostic evidence of epilepsy. It 
uses electrophysiological indexes to record the changes of electrical 
waves in the cerebral cortex when the brain is active. It is the overall 
reflection of the activity of neurons in the cerebral cortex [2]. In the 
field of electrical signal research in biomedical research, the EEG 
intelligence has been promoted, and a series of achievements have 
shown that signal in abnormal state is different from that in normal 
state due to the abnormal discharge of brain neurons during epileptic 
seizure. Therefore, recognizing the EEG signal is an effective epileptic 
detection method [3].

In recent years, with the development of artificial intelligence, edge 
computing and cloud computing, the development of the medical field 
been promoted [4]. Gu et al. [5] construct a fog computing framework 
to manage medical big data. Abirami et al [6] compare the brain tumor 
data collected locally with the cloud to realize the focus detection. Shi 
et al. [7] analyze the opportunities and challenges of edge computing, 
and they indicate that edge computing is the development trend 
of smart medicine. Aggarwal et al. [8] establish a model from data 
security to realize data protection. Hosseini et al. [9] construct an edge 
computing framework to model multimodal data to detect epilepsy. 
Singh et al. [10] use edge computing to describe medical semantics. 
Li et al. [11] implement heart rate detection in the cloud. Oueida et al. 
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[12] implement medical data management based on edge computing. 
Abdellatif et al. [13] analyze the problems and challenges of edge 
computing in the medical field. Lin et al. [14] applie edge calculations 
to data allocation. Pustokhina et al. [15] move a deep learning network 
to an edge computing framework. Dou et al. [16] analyze short-time 
signals based on cloud computing. Rahman et al. [17] establish an 
edge computing framework to track the disease through the analysis 
of network data. Although cloud computing and edge computing 
have made a lot of achievements in medical treatment, there are few 
researches on epilepsy recognition, which are mostly based on clinical 
data analysis stage. A lot of researches have been carried out in epilepsy 
recognition: Xu et al. [18] analyze the methods of epilepsy treatment. 
Jefferys et al. [19] analyze the mechanism of epilepsy. Berg et al. [20] 
study the epilepsy characterization from clinical perspective. Koçer 
et al. [21] use the convolutional neural network to classify epilepsy. 
Pack et al. [22] analyze the cause of epilepsy from the perspective 
of Neurology. Margrove et al. [23] specify treatment plans based on 
different types of epilepsy. Rafiuddin et al. [24] establish the wavelet 
transform mechanism to analyze epilepsy. Pediaditis et al. [25] review 
the history of epilepsy. Musselman et al. [26] extract the epilepsy 
information from EEG signals. Chang et al. [27] use the machine 
learning to construct epileptic signal selection mechanism. Rosas et al. 
[28] analyze epileptic signals from the perspective of energy. Hosseini 
et al. [29] construct the quantitative and qualitative evaluation 
mechanism of EEG signals. Kiranyaz et al. [30] fuse time-domain and 
frequency-domain information to realize epileptic signal recognition. 
Gomez et al. [31] identify seizures by facial and eye movements. Villar 
et al. [32] use the signal acceleration to analyze EEG. Tao et al. [33] 
establish the Adaboost to realize EEG signal classification. Samiee et 
al. [34] use texture features to classify EEG. Yan et al. [35] establish 
the maximum entropy to measure epileptic patients. Qazi et al. [36] 
use the artificial intelligence technology to realize epileptic signal 
recognition. Li et al. [37] use a DWT algorithm to analyze EEG signals. 
Sepeta et al. [38] analyze the local EEG signal of epilepsy. Falco et al. 
[39] propose a new definition and classification of epilepsy. Qiu et 
al. [40] use the deep learning framework to detect signals. Jiang et 
al. [41] integrate the prior information to recognize epileptic signals. 
Parthiban et al. [42] establish a hybrid dragonfly optimization-based 
artificial neural network to realize epilepsy recognition. Si et al. 
[1] review the development of artificial intelligence in EEG signal 
detection. Thanaraj et al. [43] establish a convolutional neural network 
based on the entropy to detect epileptic signals.

The main problems of epilepsy recognition by EEG signals are as 
follows: 1) EEG signal processing has a large amount of computation 
and high local computational complexity. 2) It is difficult to distinguish 
between healthy period and epilepsy seizure. 3) It is limited to build 
the model only from the signal point of view. 

To deal with these problems, our contributions are as follows: 1) We 
build a cloud-edge computing framework, manage data hierarchically, 
build a horizontal viewable model at the edge end and fully mining the 
signal correlation. 2) From the perspective of the fuzzy set, The Takagi-
Sugeno-Kang (TSK) fuzzy system is established to analyze epileptic 
signals. 3) In the cloud, the deep learning framework is established by 
combining clinical features and signal features.

II. Algorithm

The signal is relatively stable during health and fluctuates greatly 
during seizures, as shown in  . The algorithm pipeline is designed 
to build edge and cloud processing modules, as shown in Fig. 2. In 
order to enhance the difference between healthy signals and epileptic 
seizure, the EEG signals are sampled at the edge, the horizontal 
viewable algorithm is established, the strong correlation of the signals 
is established, and the weighted TSK fuzzy system is established. The 
EEG signal is predicted by an SVM classifier and the direct feedback 
display terminal with high prediction accuracy probability. For 
uncertain prediction, the advantages of cloud processor computing 
power are brought into full play to transmit data to the cloud in real 
time. Through the establishment of clinical big data, feature extraction 
and training model are built to achieve epileptic seizure recognition, 
and the database is updated by asynchronous transmission.

A. The Algorithm Based on Horizontal Viewable Image
The epileptic EEG signal belongs to time series. Each sampling 

point of time series is regarded as a viewable node, and the adjacent 
edges between nodes are regarded as viewable edges. The connectivity 
between different nodes depends on local convex constraints. When 
the connection between the sampling values at two times is not cut off 
by the sampling points at any other time within the interval there is an 
edge connection between two points; on the contrary, there is no edge 
connection, Fig. 3 shows the flow chart.

Based on the above analysis, we propose a horizontal viewable 
algorithm, which is defined as:

 (1)

where ni and nj are nodes and aij are connected boundary values. 
When the value of any sampling time nk between two nodes is less 
than the minimum value of the two nodes, there is an edge connection 
between  two nodes, and aij=1, otherwise, there is no connection aij=0.

Each node in a complex network represents a point in the time series. 
When the values of other points between two points in the time series 
are less than these two points, the two points have edge connection.

Normal signal
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An important feature of complex network is the degree of complex 
network. Degree is defined as the number of adjacent edges of a node 
in the network, that is, several edges of the node are connected with 
other nodes. Suppose there are N nodes in the network, the expression 
of degree ki of node i is:

 (2)

Degree reflects the basic topological characteristics of complex 
networks, and describes the dynamic characteristics of the original 
time series. The average of different EEG signals is very different. In 
order to make the difference of degree more obvious, the power of 
degree is calculated as a new feature. The square of degree is extracted 
as the topological statistical feature from horizontal viewable image. 
The expression of the mean square is: 

 (3)

The complex network constructed by horizontal viewable image is 
a kind of binary complex network, with only 1 and 0 connected edges. 
On this basis, considering that there are different weights in the real 
complex network, this study improves the weighted level viewable 
algorithm. Under the criterion of horizontally viewable image, wij of 
edge connected aij is:

 (4)

where wij is the weight, which is expressed by the angle between 
two connected nodes, arctan is an arctangent transformation, and |.| 
is the absolute value. It is found that there are obvious differences 
between the angles of different complex network nodes, which reflect 
the fluctuation of the original time series. For time series with different 

dynamic structures, the complex network structures are different. 
Considering the concept of information entropy, this study proposes a 
new measurement feature for complex network structure, i.e., weight 
heavy distribution entropy, which reflects the topological structure 
information and connection complexity of complex networks. The 
entropy of complex networks with different features is very different. 
For the weighted level visualization graph, the entropy E(i) of weight 
distribution of node ni is:

 (5)

 (6)

where m is the number of nodes connected to ni. The entropy of 
the average weight distribution of the weighted complex network is:

 (7)

B. Weighted TSK Fuzzy System
The multi perspective features constructed from shallow and 

deep features have good expression ability and less information 
loss, but how to effectively use these features for epilepsy detection 
is very important. But at present, most of the researches lack the 
interpretability, which is very important in the practical application 
such as disease diagnosis. Therefore, in the development of the 
epileptic EEG detection technology based on multi perspective 
learning, a higher interpretable model is needed.

A TSK fuzzy system is an excellent model based on a rule system, 
which has better interpretability. Based on a TSK fuzzy system, we 
build an interpretable multi-view classifier for EEG detection. The 
TSK fuzzy system’s output f(x) is defined as:

Edge Cloud

Real time
data

interaction

Non real
time data

interaction

Input signals

Sampling

Horizontal viewable image Weighted TSK fuzzy system

Clinical big data

Feature extraction

Model trainingHigh prediction accuracy Low prediction accuracy

SVM

Result display

Fig. 2. Algorithm pipeline.

EEG signal Sampling Horizontal viewable features Horizontal viewable image

Fig. 3. Flow chart.



Special Issue on Multimedia Streaming and Processing in Internet of Things with Edge Intelligence

- 9 -

 (8)

 (9)

where  is the coefficient of xi on the k-th rule of a linear function. 
µk(x) is the fuzzy membership degree of the k-th rule,  is the 
normalization of µk(x). The objective function of TSK fuzzy system is 
defined as:

 (10)

where Pg is the parameter of the TSK fuzzy system. The first item 
expects to learn the best Pg,j to classify the training samples; The 
second term is the regularization penalty term, which improves the 
generalization ability of the TSK fuzzy system.

The calculation formula of Pg optimal value is:

 (11)

Given a multi-view epilepsy data set, the weighting mechanism of 
multi-view TSK fuzzy system is as follows:

 (12)

where  is the k-th perspective of the i-th sample;  is a posteriori 
parameter of the k-th view of the multi-view TSK fuzzy system;  is 
the prior information, C is the total number of categories, K is the total 
number of perspectives, N is the number of samples in the data set, 
and λ is the regularization parameter.

It can realize multi-view cooperative learning mechanism, which 
ensures that all perspectives reach the same decision. λ controls the 
consistency between different views. If λ is too large, the prediction 
value of the k-th view will be too close to the prior decision value of all 
other views. The value of λ can be determined by the cross validation.

Based on the weighting mechanism and cooperative learning 
mechanism of multi-view fuzzy system, the objective function of 
multi-view TSK fuzzy system is constructed as follows:

 (13)

where  is the improved multi-view weighting mechanism, 
wk is the weight of the k-th view, m is the fuzzy index of wk. By 
introducing the perspective weight index, we can study the updating 
rules of the weight in the optimal multi perspective model.  is the 
regularization term, which can prevent the over-fitting phenomenon 
of the multi-view model. λ1 is the coefficient of the regularization term, 
which is used to change the penalty of the regularization term.  
is a multi-perspective collaborative learning item, which expects each 
perspective to acquire the same decision value.

When updating  is treated as a constant. Calculate  to 
acquire the gradient solution:

 (14)

when updating wk,  is treated as a constant. Calculate wk to 
acquire the gradient solution:

 (15)

After multiple iterations, the optimal parameters  and wk of 
the model are obtained. The final decision value of the model can 
be obtained by linear combination of decision values from different 
perspectives:

 (16)

C. Deep Learning Framework of Clinical and Signal Features
Epilepsy disease can be analyzed from the images and clinical 

information, so we fuse clinical information and signal information 
and propose an algorithm. Diagnosis can generally be made according 
to the medical history, clinical manifestations, such as recurrent 
muscle twitch, disturbance of consciousness and the results of relevant 
auxiliary examinations, such as EEG, positron tomography, etc. In the 
process of diagnosis, doctors need to exclude pseudoepileptic seizures, 
convulsive syncope, hypertensive encephalopathy, febrile convulsion 
and other diseases. The specific clinical features mainly include: age, 
gender, blood pressure, weight, disease, etc.

Due to the certain difference between healthy EEG signals and 
epileptic EEG signals, not all SVM classifiers can achieve good results, 
and there is also a correlation between the parameter setting of SVM 
and the quality of data. Therefore, we abandon the SVM classifiers 
with low accuracy, but these classifiers should also contain some 
information. In the future, we will carry out further research based 
on this.

The convolution neural network is used to automatically extract 
the viewable information and fuzzy information of the EEG signal, 
and obtain the corresponding deep features. The CNN network uses 
the back propagation mechanism in training. Since the eigenvector 
calculated by the penultimate layer only passes through one full 
connection layer to the output layer, it can be considered that the 
expression of the output eigenvector of the penultimate layer is 
optimized while the network structure is optimized according to the 
output layer training. Its network structure as shown in Fig. 4. Two 
types of structures are adopted. Class A and B structures that we 
design are mainly based on the following three reasons: 1) Class A 
structure learns bottom layer information. 2) Class B structure learns 
top layer information. 3) Class A and B structures can be effectively 
connected. Through the expansion of data set, the stability of a deep 
learning network is improved.

III. Experiment and Result Analysis

A. Experiment Data
We used Linux operating system and wrote programs with 

Python software. In this paper, the CHB_MIT dataset [44] is used 
for experimental studies. The data set collected EEG signals from 
23 patients at Boston Children’s hospital. These records from 23 
patients were divided into 24 groups (Group 21 is the data of the 
first patient after resampling a few years later). Each group contains 
the EEG signals of one patient for more than ten consecutive hours. 
These consecutive signals are sampled at 256Hz, which means that 
there are 256 sampling points for one second signal. Each patient’s 
EEG signal is collected from 18 points to form a single channel data 
set, and the subsequent processing becomes multi-channel data of 23 
channels. Because the data is highly unbalanced, that is, the ratio of 
epileptic samples to non-epileptic samples is 1:100, if all the data are 
used directly, the effect of the proposed algorithm will face serious 
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over-fitting problem. In order to solve this problem, we discard some 
EEG signal data of non-epileptic, and apply over sampling technology 
to EEG signal data of epilepsy. A sliding window is used to divide the 
continuous EEG signal into several signal segments with a length of 
one second. The EEG signal of epilepsy is oversampled by allowing the 
overlap between the two windows.

B. Algorithm Performance
We verify the performance of the algorithm from the iterative curve 

of the algorithm, the target recognition curve with different signal-to-
noise ratios, and the processing time of the algorithm.

Fig. 5 is the iteration curve of the algorithm. It can be seen that 
the algorithm shows an upward trend before the number of iterations 
reaches 50, reaches the maximum when the number of iterations is 53, 
and then shows a downward trend, so we will conduct research under 
the condition of 53 iterations.

Fig. 6 shows the detection performance of the algorithm under 
different signal-to-noise ratio conditions. It can be seen that as the 
signal-to-noise ratio increases, the effect is on the rise. In the case of 
a low signal-to-noise ratio, if it is less than -8DB, it still has a better 
recognition effect. This is because the horizontally visible image 
algorithm proposed in this article comprehensively considers the 
surrounding information and has strong noise suppression ability.

Table I shows the Time consumption. Because the transmission 
process is related to bandwidth, we do not count the transmission time. 
Normal signal is better than paroxysmal signal, and normal signal can 
be distinguished by primary operation. The signal processed at the 
edge is lower than that in the cloud. It is because the algorithm of 
edge processing is relatively simple, and complex signals need to be 
transmitted to the cloud for further processing. However, cloud is a 
deep learning algorithm composed of clinical big data, which is time-
consuming. From the stability analysis, the variance of normal signal 
is better than that of paroxysmal signal because the normal signal has 
strong regularity. To sum up, the processing time of the algorithm can 
be controlled within 4s.

TABLE I. Computing Time

Edge Cloud
Normal Seizure Normal Seizure

Mean 0.41 s 0.68 s 1.50 s 2.31 s
Variance 0.06 s 0.09 s 0.07 s 0.12 s

Maximum 0.72 s 0.95 s 2.10 s 2.68 s
Minimum 0.34 s 0.51 s 1.23 s 2.01 s

Recognition accuracy %

90

80

70

60

50
504030 60 70

Iteration number

Fig. 5. The iteration curve of the proposed algorithm.

Recognition
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Fig. 6. Detection performance of the algorithm under different SNR.

C. Feature Extraction
To verify the detection performance of different algorithms, we 

introduce Sensitivity, Specificity and Accuracy as evaluation metrics.

 (17)

 (18)

EEG signal

Result

Input layer:
standardization

Convolution layer:
5x5

Active layer: Relu Pooling layer Dropout

Input layer:
standardization

Fully connected layer Active layer: Relu Dropout Active layer: Relu

A

B

Fig. 4. The network structure.
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 (19)

where TP is the number of correctly predicted epileptic fragments, 
FN is the number of epileptic fragments that are predicted as non-
epileptic fragments, FP is the number of non-epileptic fragments that 
are predicted as epilepsy, TN is the number of non-epileptic fragments 
that are predicted as non-epileptic fragments.

Accuracy represents the proportion of the correct classification 
of the classifier, and the higher the ratio represents, the better the 
classification performance of the classifier; Sensitivity represents the 
proportion of the correct classification of all epileptic fragments, and 
the higher the ratio represents, the higher the prediction accuracy 
of the classifier for epileptic fragments; Specificity indicates the 
proportion of all non-epileptic fragments correctly classified, and the 
higher the ratio, the higher the prediction accuracy of non-epileptic 
fragments. 

Kiranyaz et al. [30] do not use cross validation to fuse time-domain 
and frequency-domain information, which could not effectively prove 
the performance of epilepsy detection. Tao et al. [35] use the AdaBoost 
multi-scale decomposition for signals in order to avoid too few 
epileptic samples in the verification set. Only 25% samples were used 
for training. Samiee et al. [34] use the amplitude features of the EEG 
signal to recognize epileptic signals. Jiang et al. [41] integrated prior 
information into the model to recognize epileptic signals. Parthiban 
et al. [42] analyze epileptic signals from the perspective of energy 
entropy. Different oversampling methods are used to increase the 
number of epileptic samples. Due to the data imbalance, the accuracy 
and sensitivity of most algorithms are relatively low, but the proposed 
algorithm in this paper shows better accuracy and sensitivity under 
the condition of maintaining the same specificity, as shown in Table II.

D. Comparison of Classification Algorithms
We constructed time-domain similarity data set and frequency-

domain similarity data set, to analyze the classification of EEG signals. 
ROC curves can show the performance of different algorithms. 
Musselman et al. [26] establish time domain model to realize EEG 
signal. Rafiuddin et al. [24] establish energy domain model to classify 
EEG signal. Kiranyaz et al. [30] establish time-energy model to realize 
EEG signal.

As shown in Fig. 7-a, the time domain model cannot effectively 
distinguish the time-domain similarity data. The energy domain 
model transforms time domain signals into frequency domains for 
research. Based on the difference of frequency domains, it can achieve 
better data classification. As shown in Fig. 7-b, the energy domain 
model cannot effectively distinguish the frequency-domain similarity 
data. The time domain model realizes signal classification based on 
the significant difference of Time domain. The time-energy model 
comprehensively considers the difference between time domain and 
frequency domain, so they have a good effect in the face of similar 
classification effects in Time domain or frequency domain. The 
proposed algorithm establishes the Horizontal Viewable model from 
the time domain, enhances the anti-noise ability of the algorithm, 
establishes the TSK model from the frequency domain to realize the 
energy, and achieves accurate classification based on clinical diagnosis 
and clinical representation data.

IV. Conclusion

Epilepsy is acute, which is of great significance for its early 
recognition. Through the study of EEG signals, aiming at the problem 
of difficult recognition of epileptic signals, an epileptic brain signal 

TABLE II. Detection Effect

Fusion [30] AdaBoost [35] Texture [34] Prior [41] Entropy [42] Ours
Specificity 0.802 0.814 0.812 0.841 0.865 0.915
Sensitivity 0.821 0.836 0.835 0.865 0.879 0.925
Accuracy 0.814 0.845 0.812 0.865 0.912 0.934

Time-domain similarity data set

FPR

(a) The model ROC curve of time-domain similarity data (b) The model ROC curve of frequency-domain similarity data

TP
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R

Frequency-domain similarity data set
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Fig. 7. ROC curve.
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recognition algorithm based on cloud edge computing is proposed. A 
horizontal visualization model is constructed at the edge to enhance 
the internal correlation of signals, and a TSK fuzzy analysis system 
of epileptic signals is established. For more complex data, the deep 
learning network of clinical representation is constructed through 
cloud to identify the EEG signals during seizures, which provides the 
accuracy of epilepsy diagnosis. Our research can be extended to other 
intelligent medical fields.
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Abstract

The recent advancements in the Internet of Things (IoT) and Wireless Multimedia Sensor Networks (WMSN) 
made high-speed multimedia streaming, data processing, and essential analytics processes with minimal delay. 
Multimedia sensors used in WMSN-based surveillance applications are beneficial helpful in attaining accurate 
and elaborate details. However, it has become essential to design an effective and lightweight solution for 
data traffic management in WMSN owing to the massive quantities of data, generated by multimedia sensors. 
The development of Artificial Intelligence (AI) and Machine Learning (ML) techniques can be leveraged to 
investigate, collect, store, and process multimedia streaming data for decision-making in real-time scenarios. 
In this aspect, the current study develops an Integrated AI technique for Video Surveillance in IoT-enabled 
WMSN, called IAIVS-WMSN. The proposed IAIVS-WMSN technique aims to design a practical scheme for 
object detection and data transmission in WMSN. The proposed IAIVS-WMSN approach encompasses three 
stages: object detection, image compression, and clustering. The Mask Regional Convolutional Neural Network 
(Mask RCNN) technique is primarily utilized for object detection in the target region. Besides, Neighbourhood 
Correlation Sequence-based Image Compression (NCSIC) technique is applied to reduce data transmission. 
Finally, Artificial Flora Algorithm (AFA)-based clustering technique is designed for the election of Cluster 
Heads (CHs) and construction clusters. The design of object detection with compression and clustering 
techniques for WMSN shows the novelty of the work. These three processes’ designs enable one to accomplish 
effective data transmission in IoT-enabled WMSN. The researchers conducted multiple simulations to highlight 
the supreme performance of the IAIVS-WMSN approach. The simulation outcomes inferred the enhanced 
performance of the IAIVS-WMSN algorithm to the existing approaches.
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I. Introduction

THE advancements made in miniaturization technology allow the 
incorporation of heterogeneous sensing devices on single sensing 

platforms. A single prolific advantage of the miniaturization process 
is the accessibility of a Complementary Metal Oxide Semiconductor 
(CMOS) camera. When the latter is incorporated into conventional 
Wireless Sensor Networks (WSN), it transforms the WSN into 
Wireless Multimedia Sensor Networks (WMSN). This network 

evolution allow the execution of multi-dimension signal processing 
methods on sensing platforms [1]. Further, it also provides advanced 
services compared to conventional WSN. WMSN includes various 
relay nodes and camera motes while the latter needs to be placed in 
the target region to monitor the existence of intruders and transfer 
the data to the monitoring location. Currently, WMSN is utilized in 
several surveillance applications such as monitoring elders, identifying 
anomalies in secure regions, traffic monitoring, among others. In the 
event of a surveillance application, the camera mote captures the video 
and transfers it to the monitoring place through relay nodes [2]. If 
no change is observed in the scene, it is not necessary to transfer the 
whole video in a resource-limited environment such as WMSN. Fig. 1 
shows the common framework of cluster-based WMSN.
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WMSN enables both individuals and organizations to stream video/
audio data and still transmit the images together with scalar sensor 
data. Therefore, it has become possible to transmit the group of data 
from distinct modalities under a complex environment which was not 
the case in WMSN in previous years [3]. The significant differences 
between WMSN and conventional WSNs are the size and nature of the 
data collected, processed, and transmitted in the former [4]. In general, 
scalar data is the major kind of data in WSN that can be transmitted 
and processed in a simple manner. Nevertheless, multimedia data like 
audio, video and image have a complex structure that makes data 
processing, a highly complex task. Further, multimedia data is also 
prominent in size, which incurs high wireless transmission costs and 
is decided based on network bandwidth and consumed energy [5].

Furthermore, they can be utilized in resource-constrained, 
challenging, and unattended regions. However, some specific 
constraints in terms of data processing must be overcome when 
developing novel methods in WMSN. These constraints include 
limited processing, limited memory, limited battery power, and 
narrow bandwidth [6]. Hence, the cognition of amendment in 
conventional multi-dimension signal processing is an early-stage 
development prior to real-world execution in WMSN. In order to 
achieve this coherency, the current study emphasizes adjusting the 
conventional data processing model from WMSN. Mainly, the aim 
is to extend the lifespan of nodes by mitigating costs incurred upon 
in-node processing. As a result, tracking processes and visual object 
identification are performed at the sink node, where the realization 
of object geometry allows the remote node to decide the additional 
operation in its sensing region.

Internet

Gateway Gateway

Sink

Video Sensor Audio Sensor Multimedia SensorMultimedia Hub

Fig. 1. The general structure of cluster-based WMSN. 

In other words, each kind of WSN node has constrained resources 
like battery power, CPU, RAM, secondary storage, and communication 
bandwidth. Such limitation paves the way for developing practical 
algorithms and techniques to be incorporated into WMSN.  To minimize 
the data size of the transferred multimedia, various researchers have 
proposed image compression algorithms or modified the previous 
algorithms for WMSN [7]. Most of the studies were aimed at reducing 
the quantity of data to be transferred, when utilizing energy-effective 
and simple image compression algorithms. The results show that 
the objective could be obtained to a specific level by compression 
algorithms [8]. However, it is still impossible to claim that resource 
limitation problems can be overcome in WMSN. Other solutions 
were also presented to solve the aforementioned problems based on 
extraction and detection of the objects present in the image [9]. This 
method aims to process multimedia data and extract more useful data, 

i.e., small informative data than massive raw multimedia data, at the 
node level. Since the data that needs to be transferred is smaller in size, 
there is a parallel reduction observed in energy consumption for data 
transmission. Finally, processing effort at the sensors level might get 
altered based on various aspects.

To the best of the researcher’s knowledge, no works conducted 
earlier have integrated all three major processes of WSN such as object 
detection, compression, and clustering. The current study develops an 
Integrated AI technique for Video Surveillance in IoT-enabled WMSN, 
called IAIVS-WMSN. The proposed IAIVS-WMSN approach contains 
three significant processes: object detection, image compression, and 
clustering. A Mask Regional Convolutional Neural Network (Mask 
RCNN) technique is utilized for object detection in target region. 
Moreover, the Neighborhood Correlation Sequence-based Image 
Compression (NCSIC) technique is applied to minimize the quantity of 
data transmission. At last, the Artificial Flora Algorithm (AFA)-based 
clustering technique is used in Cluster Heads (CHs) and constructing 
clusters. A comprehensive experimental analysis was executed to 
showcase the superiority of the proposed IAIVS-WMSN algorithm.

II. Related Works

In Rehman et al. [10], new object detection and image transmission 
method were presented for WMSN. An image segment is broadcasted 
instead of whole images. In this sense, minimal image content 
transmission and in-node energy conservation to the sink node are 
assured. The efficiency of the presented system was determined based 
on the reconstructed image and in-node energy consumption level. In 
Guo [11], an effective compressive sensing method-based customized 
memory gradient pursuit approach using earlier terminations in WSN 
was proposed. This method was able to strike compelling tradeoffs 
amongst energy dissipation for wireless communication, specific kinds 
of minimum storage, and bandwidth. Later, the presented method 
adapted an unscented particle filter to predict the target position.

Koyuncu et al. [12] explored the effect of combining audio-visual 
multimedia and scalar data gathered by sensors from WMSN in 
order to achieve energy-effective and precise object classification 
and detection. To perform this method, the researchers presented a 
wireless multimedia sensor with video and audio processing and 
capturing capabilities along with ordinary or traditional scalar sensor 
nodes. Multimedia sensor nodes are maintained in sleep mode to 
save energy until they get activated by the scalar sensor nodes which 
are active all the time. Sukumaran et al. [13] constructed a CS-BS 
architecture using a new threshold approach for anomaly detection 
through less measurement in a protected indoor environment. In 
CS-BS architecture, CS is implemented on variance frame i.e., sparse, 
which reduces the usage of bandwidth, energy, and memory. In 
this architecture, a foreground thresholding is presented based on a 
measurement matrix to extract the motion objects from a scene.

Wang et al. [14] proposed EDACR for WMSN by taking 
limitations of energy consumption and QoS into account. In this 
study, the researchers primarily designed an RL-based method to 
ensure energy-balanced routing and QoS based on the knowledge 
of reliability and delay. The experimental results infer a decline in 
energy consumption while in parallel, QoS is guaranteed in terms of 
conventional and distributed adoptive cooperative protocols. Akter 
et al. [15] introduced a comprehensive tracking and localization 
method in WSN. Considering the limitations of static cluster, an 
energy-effective incremental clustering approach was proposed in 
this study, after which the Gaussian adoptive resonance concept was 
presented at the border area. The presented work was permitted 
to learn, create, update and retain the clusters gradually through 
online learning to adopt continuous motion patterns. At last, the 
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trilateration method was employed for the accurate location of a 
dynamic object through a sensor network. 

Shao [16] proposed a dynamic clustering target tracking method 
for moving trends. In this method, a dynamic cluster is formed in 
networks whereas the CH dynamically schedules the nodes to track 
the target collaboratively. The tracking approach primarily consists 
of two phases. In the first phase, the CH establishes a ‘noighbor node 
set’ within its transmission range, and the noighbor node is selected in 
the ‘noighbor node set’ based on the distances between the node and 
the targets to create an ‘intracluster member set’ to perform on the 
target. In Sathyaprakash and Prakasam [17], an RBMLCA approach 
was presented using a randomized method. It involves optimising 
QoS parameters, cluster head formation, and clustering of nodes. The 
adapted clustering method helped in data transmission on multimedia 
sensor networks, whereas the RBMLCA method yielded an optimal 
quality of evolutional parameters. 

Heng et al. [18] proposed a holistic WMSN framework for image 
transmission that performs well on different images. This method 
was proposed based on standard deviation and leveraging its saliency 
features. Then, FLS was utilized to determine the suitable features 
while the samplings were assigned, and all the respective blocks were 
resized with CS. The integrated FLS & BCS approaches were executed 
by SPL recreation to determine the convergence speed. Alqaralleh 
et al. [19] presented a novel Reliable MultiObject Tracking Model 
with DL and Energy-Effective WMSN. At first, the FL method was 
applied to determine the CHs and achieve energy efficacy. Then, 
a new tracking approach RNN-T was proposed using RNN with 
tumbling effects. The presented RNN-T model was implemented in 
all the sensors and CH executed the tracking approach to track all 
the animals. Lastly, the tracking outcomes were transferred to cloud 
server for research purposes.

III. The Proposed Model

The proposed IAIVS-WMSN approach comprises three stages Mask 
RCNN-based object detection, AFA-based clustering, and NCSIC-based 
image compression. In the first stage, the objects in the target regions 
are detected with the help of the Mask RCNN technique. Next, the AFA 
technique is implemented to determine the CHs and optimally construct 
the images. Furthermore, the NCSIC technique is applied to compress the 
images at CMs and CHs prior to data transmission to the BS. A detailed 
discussion of these processes is offered in the upcoming subsections.

A. System Model
This section deals with the network’s topology  that is utilized to 

transmit the image. The analysis of in-network energy utilization 
inspires it during image frame broadcasting. In image broadcasting, 
the energy utilization occurs continuously on the superior side like 
in-node processing. Then, the vital goal of presenting the topology has 
to define the entire energy utilization when broadcasting the group 
of image frames. Assume that energy utilization occurs arbitrarily 
in the WMSN node. All the WMSN nodes are equipped with the 
restricted resource. Consequently, there is no channel impairment in 
the network. For a reliable transmission of the image within networks 
and to avoid collision, due to simultaneous broadcast of image data 
by more than two nodes, all the WMSN nodes are separated into two 
classes such as Cluster head (CH) and Monitoring Node (MN). The 
network topology is demonstrated in Fig. 2.

B. Design of Object Detection Technique
In this primary step, the Mask-RCNN technique is applied to 

detect the presence of objects in the target region. In general, 
Mask-RCNN is theoretically a flexible and simple architecture, for 

instance, segmentation, object recognition, and detection. It can 
effectively identify the objects in an image, when producing a high-
quality segmentation mask during all instances. The FPN for object 
identification, the primary block framework of Mask-RCNN, is 
accountable for removing the features. The RPN and Mask RCNN share 
full image convolution features with the detection network. Thus, 
it allows near cost-free region suggestions. Afterward, fast RCNN is 
prolonged to make Mask RCNN by including a branch for prediction 
of object mask like the present branch for bound box detection. RPN 
is utilized for masking the RCNN before ‘elective searching’ so that 
the RPN can share the convolution feature of the whole map with the 
detection network. It can predict the object score as well as boundary 
position at all the locations while it is also an FCN.

Fast RCNN exploits RPN as a regional generation network to 
generate the candidate region. FPS depends on the Fast RCNN 
approach as much as five times while its MAP, verified on VOC 2012, 
improved by 70.4%. Further, to enhance the detection accuracy of the 
target, Mask RCNN exploits a bilinear interpolation approach in which 
ROI align is used rather than ROI pool, based on Fast RCNN [20]. ROI 
align approach is utilized to determine the precise values of the input 
features, according to bilinear interpolations at four regular sampled 
places from every ROI bin and the result is aggregated. This technique 
enhances the precision of Mask RCNN to 10%. In order to ensure Mask 
RCNN executes the mask function and attains highly accurate instance 
segmentation in pixel-to-pixel alignment, the mask branch is included 
in RCNN. Mask RCNN has the ability to execute three processes such 
as target detection, segmentation, and recognition. Its detection speed 
can still attain 5 FPS. The diagram of Mask RCNN is displayed in Fig. 3. 

Input FPN: resnet
50/86/101

Feature
Maps

RPN

ROI
Align

Fully Convolutional
Network

bbox reg

So�max

Mask

Coordinates

Category

Fig. 3. Structure of Mask RCNN.

Next, the candidate regions are integrated with the feature map so 
that the scheme can attain the target’s classification, detection, and 
mask. Depending on Mask RCNN, a technique named SF-FPN was 
proposed earlier to improve the speed and detection accuracy using 
Resnet86. This work enhanced RPN parameter settings, dataset, 
and FPN structure. The enhanced technique, projected in this work, 
cloud perform segmentation, recognition, and detection of the targets 
simultaneously.

Sensor Node Cluster Head Base Station

Fig. 2. Network Model.
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C. Design of Clustering Technique
AFA is designed based on the migration and reproduction of the 

flora. The procedure of identifying an optimum survival place for flora 
to flourish, is employed to define an optimum solution for the problem. 
Offspring Plant (OSP), Original Plant (OP), Propagation Distance (PD), 
and plant location are four essential components of MOAF. Spreading, 
selection, and evolution behavior are three major behavioral forms. 
Primarily, this process arbitrarily makes the OP. Later, it spreads seeds 
to the position within an arbitrary spreading scope. The spreading 
scope is determined using PD. Then, the fitness of a seed in a specific 
location is evaluated based on the objective function whereas ‘fitness’ 
denotes the quality of the solution. Eventually, roulette is employed 
to decide the survival seeds. These survival seeds develop a novel OP. 
The iterations are repeated till the termination condition is arrived at. 
This process includes external documents to save the optimal solution.

In this study, each decision variable of the test function contains 
an upper limit  and a lower limit 

. Primarily, this process makes N OP 
to be dependent upon the decision variable’s upper and lower limits, 
arbitrarily. It uses i row and j column matrix Pij to represent the 
location of OP, in which i = 1, 2, ..., D indicates the dimension and  
j = 1, 2, ..., N signifies the amount of OP [21]: The population is give 
in (1):

 (1)

Whereas rand(0,1) refers to uniform distribution amount in the 
range of 0 and1.

OP spreads their offspring within a specific scope using radius i.e., 
PD while novel PD stimulates the PD of the grandparent and parent 
plants as given in (2). 

 (2)

Here, c1 & c2 denote the learning coefficients, dlj and d2j represent 
the PD of parent and grandparent plants correspondingly, and rand  
(0, 1) stands for uniform distribution amount in the range of 0 and1. 
Parent PD becomes the novel grandparent PD, as provided in (3). 

 (3)

The regular AF optimization approach uses the standard deviation 
between the locations of OP and OSP as novel parent PD, as defined 
in (4).

 (4)

To maintain the data of optimal solution arrived at till now, MOAF 
optimized approach uses the plant in an external document. Equation 
(5) shows the novel parent PD, i.e. the difference between the location 
of the plant in external document  and OSP :

 (5)

The spreading behavior creates the OSP based on OP position and 
novel PD as given in (6). 

 (6)

Here, b = 1, 2, …, B, B refers to the number of OSP where the OP 
could transmit,  represents the position of OSP, Pi,j represents 
the location of OP and  denotes the arbitrary amount utilizing 
Gaussian distribution with mean 0 and variance j. A novel OP is 
generated based on Eq. (2), when there are no OSP endures.

In the standard AF approach, the survival likelihood is defined 

based on the survival of OSP. The survival likelihood is calculated 
through (7):

 (7)

Here, QX denotes the electing likelihood range between 0 and1. Fmax 
indicates the fitness of OSP using maximum fitness.  represents 
the fitness of the (j ⋅ b)th solution. The computation equation of fitness 
is the function of the main problem. In the MOAF approach, Pareto 
dominance relationships are employed. The survival likelihood is 
given in (8).

 (8)

Here, domi (j ⋅ b)signifies the number of solutions dominated 
using the solution, (j ⋅ b). B indicates the number of OSP that OP can 
transmit. The objective function allows the effectual election of CHs, 
including energy, distance, delay, link lifetime, inter-cluster and intra-
cluster distances as shown in (9).

 (9)

where ω1, ω2, ω3, ω4, ω5, and ω6 denote the weights. The energy of 
the nodes is denoted as E, D denotes the delay in transmission, ∂inter 
represents the intercluster distance, ∂intra specifies the intracluster 
distance, d indicates the distance between two nodes, and l corresponds 
to link time. 

D. Design of Image Compression Technique
The presented technique is a reliable image compression method 

mainly established to save energy-constrained sensor nodes in WMSN. 
It functions on two levels: bit decrease utilizing the NCSIC technique 
and encoding by LZMA. NCSIC technique creates the optimum 
codeword to all the individual pixel values based on the ‘bit traversal 
method utilizing 0’s and 1’s’ [22]. With the help of 0’s based and 1’s 
based traversal, the NCSIC technique creates two codewords for all 
individual pixel values. The codeword with minimal bits is elected as 
the optimum codeword. Assuming that G is an input image with pixel 
ϕm,n and is demonstrated as a 2D array as provided in (10).

 (10)

Here, m and n refer to the height and width of the input image, G. 
A value of m × n = N gives the full resolution of the image G, and ϕm,n 
implies the place of pixels in the mth row and nth column of grayscale 
image, G. The entire count of bits required to store the optimum 
codeword Optsize of the input image is estimated in (11). 

 (11)

Here, NCSICopt denotes the number of current bits in codewords. 
Further, the NCSIC technique requires eight control bits for an 
optimum amount of bits in the compressed data. Especially, the 
quantuty of bits required on  average to store a separate pixel in an 
image is defined in (12). 

 (12)

As the RGB values of grayscale images are established to be similar, it 
is sufficient to encode some RGB values to all the pixels of the individual. 
Therefore, in principle, the NCSIC technique needs less than 0 bits and 
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a maximum of five bits for representing some possible pixel values. In 
order to further improve the compression model, an optimum codeword 
is encoded by LZMA, and the compressed file is created.

Primarily, the NCSIC technique reads the pixel value from the 
original image and converts the pixel values to an equivalent binary 
method. If the initial bit is 0, 0’s based-traversal occurs and saves 
the control bit like 00 or 01. After determining the value of 0’s, the 
equivalent places (p) are saved as the portion of optimum codeword 
(00 − p1). These processes continue still each 0’s in the order are 
recognized and the places are upgraded (00 − p1, p2, ...) respectively. 
However, 1’s-based traversal appears to occur in 1’s, while 0’s based 
traversal looks towards the incidence of 0’s in binary form. To all the 
pixel values, two codewords are created based on 0’s and 1’s based 
traversals. Next, the codeword with fewer bits is elected as a better 
codeword. Then, LZMA is implemented to encode an optimum 
codeword created by the NCSIC technique. The presented technique 
follows a symmetrical manner in which the compression and 
decompression are inverse functions of one another. 

IV. Performance Validation

The current section provides the performance analysis results of 
the proposed technique under different aspects. The proposed model 
was simulated using the MATLAB tool. The results were inspected in 
three distinct ways. At first, the object detection performance of the 
Mask RCNN model was determined by identifying two objects namely 
‘Human’ and ‘Vehicle’. Table 1 shows the object detection outcomes of 
the Mask-RCNN approach and other existing techniques. 

Fig. 4 depicts the object detection outcomes accomplished by Mask. 

RCNN technique and other existing approaches on the applied 
object, ‘Human’. The figure depicts that the Support Vector Machine 
with Speeded Up Robust Feature (SVM-SURF) method attained poor 
object detection outcomes with a precn of 49%, recal of 46%, and an  

Fmeasure of 47%. Likewise, the k-nearest neighbors (k-NN) technique 
gained a slightly increased performance with a precn of 51%, recal 
of 35%, and an Fmeasure of 42%. In the meantime, the Support Vector 
Machine with Structural Features (SVM-SF) technique achieved a 
moderate outcome with a precn of 55%, recal of 32%, and a Fmeasure of 
40%. Along with that, k-NN+SVM and SVM-SF+SVM-SURF techniques 
demonstrated near-optimal outcomes. However, the Mask RCNN 
approach reached the maximum object detection performance with a 
high precn of 61%, recal of 65%, and an  Fmeasure of 64%.

Fig. 5 showcases the object detection results achieved by the Mask 
RCNN approach and other techniques on the applied object, ‘Vehicle’. 
The figure shows that the k-NN+SVM algorithm attained the least 
object detection result with a precn of 84%, recal of 96%, and a Fmeasure 
of 90%. Likewise, the k-NN technique reached somewhat improved 
performance with a precn of 85%, recal of 95%, and an Fmeasure of 90%. 

Meanwhile, SVM-SF and SVM-SF+SVM-SURF methods produced 
moderate and similar outcomes with a precn of 86%, recal  of 93%, and 
an Fmeasure of 89%. In addition, the SVM-SURF technique portrayed 
near-optimal outcomes with a precision of 87%, recal of 68%, and a 
Fmeasure of 76%. Finally, the Mask RCNN approach achieved the highest 
object detection performance with its precn value of 89%, recal value of 
98%, and Fmeasure value of 94%.

Next, the image compression performance of the NCSIC technique 
was examined in terms of Compression Ratio (CR), Compression Factor 
(CF), and Space Saving (SS), and the results are shown in Table II. The 
results portray that the NBWT system reached a minor compression 
outcome with CR, CF, and SS values such as 0.2598, 3.8494, and 
74.022% respectively. Also, the LZMA technique attained a somewhat 
increased compression performance with CR, CF, and SS values such 
as 0.2469, 4.0502, and 75.310%, respectively. Moreover, the JPEG 
technique produced a moderately closer compression outcome with 
CR, CF, and SS values such as 0.2332, 4.2877, and 76.677% respectively. 
However, the NCSIS technique resulted in an effective outcome with a 
CR of 0.2159, CF of 4.6308, and an SS of 78.406%.

TABLE I. Results of the Analysis of Existing Techniques and the Proposed Mask-RCNN Method Under Distinct. Measures

Models
Human Vehicle

Precision Recall F-Measure Precision Recall F-Measure
k-NN 51.00 35.00 42.00 85.00 95.00 90.00

SVM-SF 55.00 32.00 40.00 86.00 93.00 89.00
SVM-SURF 49.00 46.00 47.00 87.00 68.00 76.00
k-NN+SVM 55.00 39.00 46.00 84.00 96.00 90.00

SVM-SF+SVM-SURF 57.00 48.00 52.00 86.00 93.00 89.00
Mask-RCNN 61.00 65.00 64.00 89.00 98.00 94.00
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Fig. 5. Object detection analysis Results of Mask RCNN model on Vehicle.
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TABLE II. Analysis Results of the Proposed and Existing Methods 
Under Different Measures

Methods CR CF Space Savings (%)
NCSIC 0.2159 4.6308 78.406
JPEG 0.2332 4.2877 76.677

LZMA 0.2469 4.0502 75.310
BWT 0.2598 3.8494 74.022

Afterward, the performance analysis of the proposed IAIVS-
WMSN approach was conducted conserning to First Node Die (FND), 
Half Node Dies (HND), and the Total Remaining Energy (TRE) and 
the results are shown in Table III and Fig. 6. The outcomes show that 
Clamped Homogenous Electric Field (CHEF) method obtained the 
least compression outcome with FND, HND, and TRE values such as 
10, 139, and 160J, respectively. 

TABLE III. Analysis Results of the Proposed IAIVS-WMSN Method and 
Existing Methods Under Distinct Measures

Methods FND (# of rounds) HND (# of rounds) TRE (J)
CHEF 10 139 160
EEUC 12 151 220

MOFCA-Original 16 155 233
MOFCA-Optimized 16 167 243

TTDFP 18 179 259
IAIVS-WMSN 25 184 278
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Fig. 6. Results of the Analysis of IAIVS-WMSN Model under Distinct Measures.

Simultaneously, Energy Efficient Unequal Clustering (EEUC) 
approach gained somewhat improved compression performance results 
with FND, HND, and TRE values such as 12, 151, and 220J respectively. 
The Multiobjective Fuzzy Clustering Algorithm (MOFCA)-an original 
technique demonstrated even more enhanced results with FND, HND, 
and TRE values such as 16, 155, and 223J respectively. Besides, the 
MOFCA-Optimized method reached somewhat higher performance with 
FND, HND, and TRE values such as 16, 167, and 243J correspondingly. 
JPEG algorithm produced a moderately closer compression result with 
FND, HND, and TRE values such as 18, 179, and 259J correspondingly. 
Eventually, the IAIVS-WMSN methodology produced effectual outcomes 
with an FND of 25, HND of 184, and a TRE of 278J.

Table IV shows the comparative analysis results achieved by the 
IAIVS-WMSN model and other existing techniques in terms of Packet 
Delivery Ratio (PDR), End to End Delay (ETED), and throughput. 
Fig. 7 shows the PDR analysis results of the IAIVS-WMSN algorithm 
under several nodes. The figure implies that the proposed IAIVS-
WMSN system showcased better outcomes with a maximum PDR 
over other algorithms. For sample, with 100 nodes, the IAIVS-WMSN 

system reached an enhanced PDR of 91%, whereas TTDFP, MOFCA-
opt., MOFCA-Org., EEUC, and CHEF offered fewer PDR values such 
as 90%, 90%, 90%, 90%, and 89% respectively. In the meantime, with 300 
nodes, the proposed IAIVS-WMSN manner gained a superior PDR of 
92%, whereas TTDFP, MOFCA-opt., MOFCA-Org., EEUC, and CHEF 
obtained the least PDR values such as 90%, 89%, 89%, 88%, and 86% 
correspondingly. Eventually, with 500 nodes, the proposed IAIVS-
WMSN algorithm achieved the highest PDR of 90%, whereas TTDFP, 
MOFCA-opt., MOFCA-Org., EEUC, and CHEF accomplished the least 
PDR values such as 89%, 88%, 87%, 86%, and 84% correspondingly.
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Fig. 7. PDR Analysis Results of IAIVS-WMSN Model and other Existing 
Techniques. 

Fig. 8 shows the ETED analysis results of the proposed IAIVS-
WMSN technique under several counts of nodes. The figure portrays 
that the proposed IAIVS-WMSN technique provided an effective 
outcome with the least ETED over other systems. For a sample, 
with 100 nodes, the IAIVS-WMSN algorithm achieved a minimum 
ETED of 3.70s, whereas TTDFP, MOFCA-opt., MOFCA-Org., EEUC, 
and CHEF achieved the maximum ETED values such as 3.80s, 3.85s, 
3.90s, 4.50s, and 5.80s respectively. Moreover, with 300 nodes, the 
IAIVS-WMSN method demanded a minimal ETED of 4.60s, whereas 
TTDFP, MOFCA-opt., MOFCA-Org., EEUC, and CHEF demanded high 
ETED values such as 5.00s, 5.30s, 6.50s, 7.80s, and 8.10s respectively. 
Furthermore, with 500 nodes, the proposed IAIVS-WMSN approach 
demanded the least ETED of 6.80s, whereas TTDFP, MOFCA-opt., 
MOFCA-Org., EEUC, and CHEF required high ETED values such as 
7.50s, 7.70s, 7.90s, 10.60s, and 11.00s correspondingly.
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Techniques. 
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Fig. 9 shows the throughput analysis results achieved by the 
IAIVS-WMSN approach and other techniques under various node 
counts. The figure reveals that the proposed IAIVS-WMSN technique 
outperformed all other techniques with optimum results and maximal 
throughput. For a sample, with 100 nodes, the IAIVS-WMSN algorithm 
gained a superior throughput of 94Mbps, whereas TTDFP, MOFCA-
opt., MOFCA-Org., EEUC, and CHEF achieved the least throughput 
values such as 93Mbps, 92Mbps, 91Mbps, 87Mbps, and 76Mbps 
correspondingly. Besides, with 300 nodes, the proposed IAIVS-WMSN 
system gained an improved throughput of 85Mbps, whereas TTDFP, 
MOFCA-opt., MOFCA-Org., EEUC, and CHEF achieved the least 
throughput values such as 80Mbps, 72Mbps, 68Mbps, 65Mbps, and 
56Mbps correspondingly. Finally, with 500 nodes, the proposed IAIVS-
WMSN technique achieved the maximum throughput of 74Mbps, 
whereas TTDFP, MOFCA-opt., MOFCA-Org., EEUC, and CHEF 
attained the least throughput values such as 68Mbps, 61Mbps, 57Mbps, 
49Mbps, and 42Mbps correspondingly. From the results mentioned 
above and the discussion, it is clear that the proposed IAIVS-WMSN 
algorithm is an excellent tool for effective communication in WMSN.
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Fig. 9. Throughput Analysis results of IAIVS-WMSN Model and other Existing 
Techniques. 

V. Conclusion

In this study, a novel IAIVS-WMSN algorithm has been designed 
and developed to accomplish effectual data transmission in WMSN. 
The presented IAIVS-WMSN system comprises three stages: Mask 
RCNN-based object detection, NCSIC-based image compression, and 
the AFA-based clustering. In addition, AFA system derived a Fitness 
Function containing various input parameters for effective selection of 
CHs and proper construction of clusters in WMSN. A comprehensive 
experimental analysis was conducted to validate the superiority of 
the proposed the IAIVS-WMSN technique. The simulation outcomes 
confirmed the enhanced performance of IAIVS-WMSN approach to 
the existing algorithms. In future, effective background subtraction 
and multipath route planning techniques can be designed to improve 
network efficiency. 
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Abstract

The street trees coverage ratio provides reliable data support for urban ecological environment assessment, which 
plays an important part in the ecological environment index calculation. Aiming at the statistical estimation of 
urban street trees coverage ratio, an integrated model based on YOLOv4 and Unet network for detecting and 
extracting street trees from remote sensing images is proposed, and obtain the estimated street trees coverage 
ratio in images accurately. The experiments are carried out under self-made dataset, and the results show that 
the accuracy of street trees detection is 94.91%, and the street trees coverage ratio is 16.30% and 13.81% in 
the two experimental urban scenes. The MIoU of contour extraction is 98.25%, and the estimated coverage 
accuracy is improved by 6.89% and 5.79%, respectively. The result indicates that the proposed model achieves 
the automation of contour extraction of street trees and more accurate estimation of street trees coverage ratio.
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I. Introduction

THE coverage ratio of street trees is an important indicator affecting 
the urban ecological environment index [1], which can provide 

reliable data support for urban ecological environment assessment. 
With the development of deep learning [2], the method of estimating 
the coverage ratio of street trees in remote sensing images based on 
deep learning can reduce manual intervention, improve the efficiency 
of measurement and provide more accurate data information to 
relevant administrative departments.

In terms of image processing [3], the convolutional neural network 
[4] (CNN) is widely used. Among the field of image processing methods, 
CNN is the most outstanding model in deep learning. It is a special 
multi-layer perceptron designed to detect two-dimensional images. 
The essence of the convolutional kernel is a feature extractor. CNN 
has the structural characteristics of local perception region, weight 
sharing and pooling. Local perception region and weight sharing 
significantly reduce the number of parameters of CNN and improve 
the network performance. The spatial subsampling enables CNN to 
have a certain scaling and translation invariance and has a stronger 
generalization ability. CNN incorporates feature extraction into model 
learning, organically combines feature learning with classification 
learning, and realizes image interpretation more effectively.

Today, there are few studies on the estimation of street trees 
coverage ratio in remote sensing images based on deep learning in 
the domestic and overseas. However, there are still some scholars at 
home and abroad who have studied the street greening ratio based 
on different streetscape data platforms. For example, Long Ying [5] 
has studied street greening in 245 major cities in China based on 

Tencent Streetscape Platform; Li Xiaojiang et al [6]. modified the 
green landscape index by combining it with Google Streets View, 
and achieved the automatic measurement of urban street green ratio; 
Seiferling et al. [7] quantified street trees in New York and Boston based 
on Google Street View images. Yan Li et al. [8] proposed a vegetation 
extraction method based on attention model in remote sensing image, 
under different environmental topographic and climatic conditions, 
vegetation differentiation and symbiosis with other land features can 
separate a single vegetation. Although the above researches reflect the 
coverage ratio of street trees to a certain extent, the street scenery 
taken from different angles will have geometric deformation, and 
the observation information of images is limited and hard to be used 
for accurate measurement and calculation. However, observation 
information of remote sensing images is more macroscopic and 
accurate, and we can get more detailed messages from the given 
images, so, it is beneficial for us to use remote sensing images to study 
street trees coverage ratio. There are also many challenges, such as 
shading between trees, insufficient lighting, and weather and seasonal 
factors that cause errors in estimates of street trees coverage ratio.

Contributions of our work are as follows:(1) YOLOv4 [9] is used to 
detect the street trees in remote sensing images, and the coverage ratio 
of the street trees is estimated through the coordinate information of 
the bounding box; (2) an integrated model of remote sensing images 
object detection and contour extraction is proposed, which is an end-
to-end process [10]. While calculating the street trees coverage ratio 
through this model, the problems arising in estimation based on object 
detection model and instance segmentation can be effectively solved, 
and the estimated value is closer to the real value.

The structure of this document is as follows: section II gives 
introduction about related algorithms to this work, section III provides 
experimental preparation, including dataset, hardware environment 
and evaluation index, section IV presents the experiment results, 
gives full discussion about the varieties of cases what occur in the 
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experiment, and carry out a comparative experiment among some 
mainstream algorithms to prove the superiority of the proposed 
algorithm, Section V makes a summary of the work and puts forward 
the vision of future work. 

II. Related Algorithms

A. The Structure of YOLOv4
Object detection is an important application of artificial intelligence, 

which is to identify the object in the image and mark the position 
of the object. Here we used YOLOv4 to detect the street trees in the 
remote sensing images.

By introducing Mosaic and GA [11] to select the optimal hyper-
parameters, YOLOv4 improves the existing methods to a lower training 
threshold, which can achieve better results under the limited GPU 
resources. The network structure of YOLOv4 is shown in Fig.1 below. 
CSPDarknet53 is the backbone, SPP [12] (Spatial Pyramid Pooling) is 
the additional module of neck, PANet [13] (Path Aggregation Network) 
is the feature fusion module of neck, and YOLOv3-head [14] is the 
head. CSPDarknet53 added CSPNet (Cross Stage Partial Network) 
to each large residual block of Darknet53 and integrated it into the 
feature map through gradient changes. The feature map was divided 
into two parts, one of which was convolutional operation. The other 
part is combined with the last convolution. PANet makes full use of 
feature Aggregation. The fusion method is changed from addition to 
multiplication, which makes object detection capability more accurate. 
In order to get the extraction of the contour of the street trees, we 
introduce Unet [15] to achieve this goal.

B. Unet Network Model 
Image segmentation algorithms based on deep learning mainly 

have two core frameworks: one is image feature extraction based on 
CNN, and the other is the upsampling/deconvolution segmentation 
framework based on global neural network, such as FCN [16] (Fully 

Convolutional Networks). The former cannot be accurately segmented 
because the category probability of each pixel cannot be identified by 
the full connection layer. The latter changes the full connection layer 
of the former to the convolution layer, and introduces the upsampling 
before multiple pooling operations, which solves the problem of accurate 
segmentation, but the effect of edge extraction is not good enough.

Unet draws on the characteristics of FCN. The network structure 
consists of two symmetric parts: contracting path and expanding path. 
Contracting paths adopt 3×3 convolution and pooled down-sampling, 
which can obtain shallow features and deep features, then capture 
the relationship among pixels. The 3×3 convolution and upsampling 
are used in expansion paths. While upsampling, the deep features 
and shallow features are combined in a cascading way to obtain the 
accurate position of the image to be segmented. The network structure 
of Unet is shown in Fig.2 below.
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Fig. 2. The network structure of Unet.
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C. Integration of Object Detection and Contour Extraction From 
Images

Based on deep learning, an integrated process of object detection 
and contour extraction in remote sensing image is proposed. This is 
an end-to-end process. Firstly, according to the detection results of 
YOLOv4, the coordinate information and bounding box are acquired, 
and the segmentation image of the corresponding region is obtained by 
Unet. Finally, the obtained segmentation image of the corresponding 
region is fused with the corresponding region of the object detection 
to get the final result of object detection and contour extraction. As is 
shown in Fig.3.

Object
detection

and contour
extraction

Segmentation
of Detection

Bounding Box

Detection
Bounding

Box

Detection
Category

Unet

YOLOv4

Remote
Sensing Image

Image
Segmentation

Fig. 3. Integrated flow chart of object detection and contour extraction.

III. Experiment Preparation

A. Dataset and Hardware Environment
The data used in this study are high-resolution remote sensing 

images, and the data are provided by Jiangsu Bureau of Surveying and 
Mapping with a resolution of 0.3 meter.

Due to the large size of remote sensing images, it needs to be cut 
and segmented, and we selecte abundant images of different urban 
scenes as samples for training and testing. Finally, 58,640 images 
containing street trees are collected, and 45,000 of them are used as 
the training data set, 5,000 images are used as the valid test and the 
remaining 8,640 images are used as the test set. Meanwhile, the data 
set contain the street trees information of different varieties of trees 
and growth environments, which effectively improves the robustness 
of the model. During the period of data annotation, there would be 
only tree class labeled.

This experiment is conducted on windows10 operating system; 
memory size is 32G; GPU: NVIDIA GeForce 3070; the learning 
frameworks are tensorflow-gpu 1.13.1, keras 2.1.5, cuda10.0 and cudnn 
7.4.1.5.

B. Evaluation Index
When evaluating the detection effect of the model, Precision, Recall 

and F1 of the model usually appear as vital indicators. The calculation 
Equations are Equation (1)- (3). Precision is based on the predicted 
results, showing the proportion of the number of correct samples in 
the total number of samples; Recall is the proportion of positive cases 
that can be correctly predicted.

 (1)

 (2)

 (3)

TP stands for the number that was a street tree and correctly 
detected; FP stands for the number that is not a street tree, but is 

wrongly identified as a street tree; FN stands for the number which 
the street tree is not identified or wrongly identified. In the evaluation, 
the higher Precision and Recall, the closer the better detection effect 
would be. However, there is a contradictory relationship between the 
two, the most common way is by calculating F1 score.

Mean Intersection Over Union (MIoU): A standard measure for 
semantic segmentation. It calculates the parallel and cross-ratio of two 
sets. In semantic segmentation, these two sets are ground truth and 
predicted segmentation respectively. The calculation is in Equation (4).

 (4)

Average precision (AP) is also a popular metric in measuring the 
accuracy of semantic segmentation like FCN, Unet, etc. AP computes 
the average Precision for Recall over 0 to 1. Mathematically, AP is 
defined in (5), where p stands for Precision and r stands for Recall.

 (5)

IV. Experiment and Discussion

A. Street Trees Detection and Contour Extraction
After the dataset trained by YOLOv4 network, 8,640 images in the 

test set are tested, with a total of 13,040 street trees.TP value is 11918, 
FP value is 639, FN value is 483. According to Eq. (1)-(3), the Precision, 
Recall and F1 score of the experiment can be calculated as 94.91%, 
96.11% and 95.51%, respectively, showing that this model is strong. 
Here, Precision and Recall are consistent with the calculation methods 
of YOLOv4 evaluation indexes. We only labeled a tree class, so mAP is 
equal to AP and the MIoU is the same as IoU, and calculated by Unet 
is 98.25%, and AP is 99.29%.

Part of the detection results by YOLOv4 network and the 
segmentation effect of Unet network are shown in Fig.4. It is obvious 
that there exist omissions in the object detection task of street 
trees and the street trees can be basically segmented after semantic 
segmentation algorithm. 

B. Integration of Street Trees Detection and Contour Extraction 
in Remote Sensing Images 

The integrated processing model of street trees detection and 
contour extraction in remote sensing images is composed of two 
sub-models. The specific process is as follows: (1) the street trees 
are detected in remote sensing images through YOLOv4, and the 
coordinate information of the bounding box and confidence coefficient 
are obtained;(2) the images are sent to the Unet to classify the street 
trees pixel by pixel;(3) the detected result based on the YOLOv4 is 
fused with the corresponding region on the segmentation result to 
obtain the effect of street trees detection and contour extraction. The 
processing flow and effect is shown in Fig.5.

C. Estimation of Street Trees Coverage Ratio in Urban Scenes
Two different road scenarios were selected from the test set 

for discussion, including different varieties of trees and light 
environments. The test results are shown in Fig.6: straight road scene 
detection results; Fig.7: small roadside parking lot detection results, 
the left side of each image shows the result based on YOLOV4; and the 
right side shows the result of the proposed method.

The Equation (6) is to calculate the coverage ratio of street trees 
[17], where the coverage ratio of street trees is denoted as P, the total 
area of the vertical projection of street trees is denoted as S, and the 
total area of urban land is denoted as St. In the process of street trees 
detection, the information of the detection bounding box can be output 
together with the detection confidence coefficient. Here, S is acquired 
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by the product of the obtained height and length. When the contour of 
the street trees is extracted, the size and area of the obtained contour 
pixel are calculated as the desired S, and St is the actual area of the 
detected remote sensing image.

 (6)

Through Equation (6), we can get the street trees coverage ratio of 
these two scenes, we named the straight road scene and small roadside 
parking lot scene as S1 and S2 respectively. S1 and S2 based on YOLOv4 
are 13.81% and 16.3% respectively, S1 and S2 based on the integrated 
processing model are 8.08% and 9.47% respectively. It is easy to see that 

the estimated value of urban street trees coverage ratio obtained by 
the proposed algorithm is close to the actual value.

D. Discussion
As can be seen from the above, object detection of street trees 

through YOLOv4 is in good condition, but there exist some cases that 
may lead to exceptional detection: when the illumination is uneven, it 
cannot be detected; when the street trees grow densely, the complete 
information of trees cannot be well detected; meanwhile, when the 
shape and outline of street trees have a visual difference, it will lead to 
omitting trees to be detected. However, the integrated method of street 
trees detection and contour extraction in remote sensing images can 

(a)

(b)

Fig. 4. (a) Results of street trees detection based on YOLOv4; (b) Results of street trees segmentation based on Unet.

                 Detection based

                 on YOLOv4

    
Segmentation 

based on Unet

Image
 fusion

Image input Image output

Fig. 5. Schematic diagram of integrated processing of street trees detection and contour extraction.
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solve these problems. For comparison, we used the Mask RCNN [18] 
to train the same data set. The following are the comparative results of 
each network model on the street trees, as is shown in Fig. 8.

As can be seen from Fig.8(a), street trees or part of street trees that 
are not detected in the YOLOv4 are marked with a red oval shape, 
including the following situations: street trees that cannot be detected 
in areas with weak illumination; where the street trees grow densely, 
the complete trees cannot be detected; meanwhile, when the shape and 
outline of the street tree have no obvious visual characteristics, there 
will be the situation of missing detection. All of the above will cause 
errors in coverage ratio calculation. As can be seen from Fig.8 (b), the 
green oval is used to mark the improvement and existing problems 
by the Mask RCNN. Undoubtedly, part of the above problems can 
be solved, there still exist some issues to settle. The street trees will 
be detected where the illumination is insufficient and there is also a 

partial missing of street trees in pixel detection. When this method was 
used for the identification and coverage ratio estimation of street trees, 
many issues will occur. For example, in the figure on the far left, there 
is a condition of repeated detection, so the coverage ratio of street 
trees will be bigger than the real value. In the other two images, the 
same problem appeares in the detection results of the YOLOv4, that is, 
in the detection process, there will be missed detection of street trees, 
the detection information of street trees is incomplete, and when the 
shape and outline of street trees has no obvious visual characteristics, 
there will lead to miss detection of street trees. The above cases will 
cause errors in the estimation of the street trees coverage ratio. As 
can be seen in Fig.8 (c), these problems can be totally solved through 
the integrated processing of detection and contour extraction model 
of the street trees. The yellow oval is used to mark the improvement 
and optimization of the information of the street trees can be obtained 

Fig. 6. Detection results of straight road scene.

Fig. 7. Scene detection results of small roadside parking lot.
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through the proposed method. When calculating the covered area of 
the street trees, it was closer to the real value, which can improve 
the estimation accuracy of the covered area of the street trees in local 
scenes. In this case, the coverage ratio of the street trees obtained is 
closer to the real coverage ratio of the street trees themselves, so that 
the estimated coverage ratio of the street trees in local city scenes is 
closer to the real value.

E. Comparative Experiments With Other Mainstream 
Algorithms

The configuration information of the training platform remains 
unchanged. YOLOv3, YOLOv4, Mask RCNN and the proposed model 
were used for training and testing on the same data set. Comparison 
of mAP of different models is shown in Table I.

In the process of object detection, the mAP of the proposed model 
is superior to other mentioned models, indicating that the prediction 
accuracy of the proposed model is greatly improved compared with 
the method in the Table I.

TABLE I. Comparison of Model Performance

Detection model mAP(%)

YOLOv3 81.72

YOLOv4 89.21

Mask RCNN 88.86

Proposed 99.29

F. Experiments Under VHR-10 Dataset
In order to verify the robustness of the proposed model, we also 

trained and tested the VHR-10 [19] [20] [21] dataset in different 
models. Table II listed the AP of five categories for the four methods 
(YOLOv3, YOLOv4, Mask RCNN, Proposed). We can find that AP 
values of these categories were significantly improved by detection of 
the proposed method, and the model was robust.

(a)

(b)

(c)

Fig. 8. (a) Results of Street tree detection based on YOLOv4;(b) Results of Street tree detection based on Mask RCNN;(c) The integrated detection results of 
street tree detection and contour extraction

TABLE II. AP (%) of 5 Categories Targets of VHR-10 Dataset

Category
method

YOLOv3 YOLOv4 Mask RCNN Proposed
Airplane 90.89 90.86 89.56 97.48

Baseball diamond 96.59 97.20 96.72 98.86
Tennis court 90.23 90.35 90.00 92.31

Ground track field 99.40 99.38 99.35 99.72
Bridge 86.78 87.32 87.35 88.85
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V. Conclusion 

In this study, we used the object detection method based on the 
YOLOv4 to carry out object detection on street trees and obtain the 
bounding box information and confidence coefficient at the same time, 
and calculated the coverage ratio of the street trees in urban scenes. 
Due to the non-tree-side part in bounding box or undetected trees, 
this method exits some errors. In order to solve these problems, we 
put forward the integration of remote sensing image object detection 
and contour extraction of street trees along the model to improve the 
accuracy of the coverage ratio.

The proposed model has the following three advantages when used 
to calculate the coverage ratio of street trees. Firstly, since there was 
only one tree class, a great loss value can be obtained by only iterating 
about 100 times when training under Unet network. Meanwhile, 
MIoU and AP are 98.25% and 99.29% respectively, compared with the 
mentioned models, the result is better. Then, b because there is no 
limit to the image size of the network, you can input any size images. 
Finally, through the proposed method, we can solve the problems 
occurring in street trees detection based on YOLOv4 and Mask RCNN, 
such as there exist the non-tree-side part in the bounding box and 
undetected trees while detecting, we can further obtain all information 
of street trees, and calculate the coverage ratio which is much closer to 
the real coverage ratio of trees.
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Abstract

Agricultural information monitoring is the monitoring of the agricultural production process, and its task is to 
monitor the growth process of major crops systematically. When assessing the pest situation of crops in this 
process, the traditional satellite monitoring method has the defects of poor real-time and high operating cost, 
whereas the pest monitoring through Unmanned Aerial Vehicles (UAVs) effectively solves the above problems, 
so this method is widely used. An important key issue involved in monitoring technology is path planning. 
In this paper, we proposed an Improved Grey Wolf Optimization algorithm, IGWO, to realize the flight path 
planning of UAV in crop pest monitoring. A map environment model is simulated, and information traversal 
is performed, then the search of feasible paths for UAV flight is carried out by the Grey Wolf Optimization 
algorithm (GWO). However, the algorithm search process has the defect of falling into local optimum which 
leading to path planning failure. To avoid such a situation, we introduced the probabilistic leap mechanism of 
the Simulated Annealing algorithm (SA). Besides, the convergence factor is modified with an exponential decay 
mode for improving the convergence rate of the algorithm. Compared with the GWO algorithm, IGWO has the 
8.3%, 16.7%, 28.6% and 39.6% lower total cost of path distance on map models with precision of 15, 20, 25 and 30 
respectively, and also has better path planning results in contrast to other swarm intelligence algorithms.
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I. Introduction

AS an aerial vehicle with an independent power system, UAVs 
(Unmanned Aerial Vehicles) are capable of carrying out various 

monitoring and exclusion tasks in different environments with a 
variety of mission equipment. Unmanned Aerial Vehicle, is also 
called drone, affected by the service demand and business model of 
various modern industries, has become one of the most promising 
and fastest-growing industries after decades of development. 
UAV is more and more relevant to daily life. At present, the main 
application fields and directions of UAV are agriculture and animal 
husbandry, electric power, forest fire prevention, military, border 
defense and so on. As the technology advances rapidly, such as UAV 
express service and UAV security inspection, these applications are 
gradually becoming practical as well. In addition, the rise of UAV 
performance, a more environmentally friendly and free performance 
form, has replaced the traditional fireworks performance. The market 
potential of UAV is being tapped. With the miniaturization of UAV's 
technical characteristics, the battery that UAV could carry is always 
limited, so the path planning of UAV during flight is a key problem. 
in modern agriculture, whose application is rapidly expanding for 
crop drug spraying, pest monitoring, etc. When conducting crop pest 

monitoring, UAVs patrol over farmland and monitor by using the 
crop analysis equipment carried. Limited by the shortage of UAVs in 
terms of endurance and load capacity, UAVs are often required for 
path planning when assessing the growth status of crops. Previous 
research has provided a series of traditional path planning algorithms 
such as the A star algorithm [1] based on direct search for solving 
shortest paths in static nets, artificial potential field method [2] who 
simulates the feedback control mechanism of gravitational potential 
field action, or the Voronoi diagram method [3], visibility-based 
diagram method [4] and rapid search random tree method (RRT) [5] 
and so on, which have rapidly advanced the technical development of 
UAV path planning. However, the traditional planning methods have 
some unsolvable drawbacks, slow convergence speed and inability 
to handle high-dimensional space, greatly limiting the path planning 
of UAVs in complex environments. In contrast, swarm intelligence 
methods can find global optimal solutions with better convergence in 
a more complex objective space, so the research of swarm intelligence 
algorithms is in rapid development. Misra [6] and others used Genetic 
Algorithm and Particle Swarm Optimization algorithm to find the 
best path with highly dynamic nature and compared the state space 
generated between cost functions; Santiago [7] and others used Genetic 
Algorithm for collision-free navigation in node-connected networks. 
Since 2014, related scholars proposed the Grey Wolf Optimization 
algorithm by simulating the hierarchy and hunting pattern of the grey 
wolf population [8], the algorithm has been applied to a wide range of 
fields and has been studied and improved by many scholars. Ghorpade 
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et al. [9] designed a multi-objective grey wolf optimization constraint 
considering the objective function as a topological constraint of 
distance and geometry, Ge et al. [10] introduced the algorithmic 
mechanism of Fruit Fly local optimization to regulate the generation 
of optimal paths. Guo et al. [11] added an individual learning strategy 
to the standard Grey Wolf Optimization algorithm to balance the 
exploration and development capabilities of the algorithm. Gu et al. 
[12] used a trivial nonlinear change function to converge the objective 
search of the Grey Wolf Optimization algorithm. While another 
swarm intelligence algorithm achieves the optimal solution search by 
simulating the principle of solid cooling, i.e., the Simulated Annealing 
algorithm [13]. Li et al. [14] evaluated the flight control of UAVs over a 
large range based on Simulated Annealing algorithm, and Hassan et al. 
[15] collected and analyzed the sensor information of multiple UAVs in 
the environment by Simulated Annealing algorithm.

It is easy to fall into local optimum when there are many feasible 
solutions in the solution space by general iterative methods facing 
with planning scenes, while the Genetic Algorithm seeks the optimal 
solution by imitating the selection and genetic mechanism in nature, 
which effectively avoids this problem. However, it takes more time 
for Genetic Algorithm to get a more accurate solution depending 
on parameters such as crossover rate and mutation rate, which will 
greatly increase the risk that may be caused by feedback delay in the 
flight of UAV. The Simulated Annealing algorithm is optimized by 
simulating the molecular movement when the solid is cooled down, 
which has strong global searching ability. This method has similar 
shortcomings to Genetic Algorithm, the searching ability affected by 
the cooling rate of temperature will take a long time to find a better 
solution to the problem. Considering the Grey Wolf Optimization 
algorithm, the strict strategy of obeying the group rank makes its 
convergence performance better, but getting a better solution quickly 
will also increase the risk of the algorithm falling into local optimum.

In view of the above research, in order to balance the global search 
ability and convergence speed, avoid the algorithm falling into local 
optimum prematurely, which will lead to the failure of path planning 
and affect the flight stability of UAV, and at the same time plan a 
better flight route. In this paper, an Improved Grey Wolf Optimization 
algorithm (IGWO) is proposed to solve this problem. At the same time, 
the slow convergence speed in the later period of the algorithm itself 
is adjusted by increasing the convergence coefficient.

The main contributions of this work are as follows.

(1) In this paper, the path planning problem of UAVs in a multi-
obstacle environment is abstracted into a multi-constrained 
objective planning problem in the context of crop pest monitoring 
and solved by the Grey Wolf Optimization algorithm.

(2) An improved Grey Wolf Optimization algorithm is proposed to 
with the Simulate Annealing algorithm which has the sudden leap 
probabilistically to ensure that the UAV can find the optimal path 
to a predetermined location.

(3) The effectiveness of the improved algorithm is demonstrated by 
comparing the Grey Wolf Optimization algorithm, the Simulated 
Annealing algorithm and the Genetic Algorithm through the 
designed experiments.

The structure of this paper is as follows: Section II of this paper 
makes theoretical analysis, establishes the environment model 
and transforms the UAV path planning problem into a constrained 
optimization problem, then the next part of this section explores the 
mechanism of the GWO algorithm and the IGWO algorithm. Section 
III analyzes the feasibility of its improvement; Section IV gives the 
relevant results and comparisons of simulation experiments, and 
concludes in Section V.

II. Methods

A. Preliminaries
For the problem of UAV path planning on crop pest monitoring 

proposed in this paper, first of all, it is necessary to analyze the 
problem and establish a model. This problem is essentially a planning 
constraint problem, which constrains the flight path of UAV to conform 
to a certain flight trajectory. Therefore, it is necessary to model the 
flight map of UAV. Secondly, the planning problem is transformed 
into an optimization problem. In a certain space range, the best flight 
path of UAV can be found by some methods, which is described by 
mathematical language, that is, finding a set of optimal solutions in 
a certain solution space, attaching a certain amount of constraints at 
the same time.

After the completion of modeling, effective methods and ideas can 
solve the above problems excellently. In the existing methods, there are 
some shortcomings, such as the low search rate of GA algorithm and 
SA algorithm, the problem that the GWO algorithm is easy to fall into 
local optimum. Therefore, a method to balance search results and search 
rate is worthy of being proposed. Considering the efficient structure of 
GWO algorithm and the easy scalability of SA algorithm, it is possible 
to introduce the structure of SA algorithm into GWO algorithm 
mechanism. Based on the complex algorithm structure and excellent 
global searching ability of GA algorithm. Therefore, in the subsequent 
experiments, it is compared with the original GWO algorithm and SA 
algorithm as the proposed algorithm for reference analysis.

B. Path Planning Strategies

1. Environment Modeling
The UAV in the crop monitoring [16] not only follows a certain 

route to cover the target point, but also need to avoid trees, buildings 
and other obstacles, usually in the flight process, the UAV will have 
an over-the-horizon area, so the use of relay equipment on the signal 
tower to establish a communication link for data communication to 
solve the signal attenuation and interference problems arising from 
the excessive distance and obstacle blockage, the UAV containing 
the task crop pest monitoring is shown in Fig. 1. When the UAV is 
close to the ground vehicle-mounted terminal, the UAV establishes 
a communication link directly with the terminal; when the flight 
range is expanded and the distance becomes long, the signal relay is 
relayed through the relay equipment on the signal tower to establish 
a communication link.

Signal Tower

Power Cord

Wireless
Links

On-board Terminals

Storage

Fig. 1.  Crop pest monitoring by UAV in farmland.

In the monitoring process, the UAV flight path is planned, and 
the first work to be completed before the UAV path planning is the 
modeling of the environment. In the path planning problem, avoiding 
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obstacles is the benchmark element for the optimized path [17]. In 
practice, buildings, trees and various facilities in the environment can 
be considered as obstacle factors on the way of the UAV. In this study, 
the UAV inspection environment area is defined by the raster method 
[18], specifying the starting and ending points and quantifying the real 
obstacles to reduce errors, as shown in Fig. 2. Assuming that the UAV 
is a particle in the established map environment, the path planning 
algorithm is used to calculate the best path from the starting point to 
the end point while avoiding all obstacles.

Fig. 2.  Rasterized monitoring map by UAV.

The coordinates of the starting point and the end point of the UAV 
flight are defined as (x1,y1) and (xr, yc). The r values of (x1, x2, x3, ..., xr) 
in the x-axis range correspond to the c values of (y1, y2, y3, ..., yc) in the 
y-axis range to form r*c path points. Define the raster map precision as 
G. Equation in (1) and Equation in (2) define the mapping relationship 
between each raster coordinate (xn, yn) and raster number N in the 
map(INT is defined as rounding operation).

 (1)

 (2)

Based on this definition, each path point Ln = (xn, yn) in the UAV 
travel path forms a set of sequences S=(L1, L2, L3, ..., Lr) as a set of feasible 
solutions for the UAV path, where each path point can reach the next 
path point along 8 directions, as shown in Fig. 3. By connecting these 
path points on each set of sequence, a path line can be formed, and 
the UAV path planning problem is transformed into an optimization 
problem of obtaining the optimal coordinate sequence.

1 2 3

6 7 8

4 5

Fig. 3.  Flight directions of UAV.

When raster modeling the map, the accuracy of the raster has 
a critical impact on the path planning. The higher the accuracy, 
the smaller the raster granularity, the larger the resolution of the 

environment, and the more information storage, the slower the 
algorithm decision. When the UAV enters the map environment, the 
map information is unknown, the UAV traverses the environment, 
detects the obstacle location, and finds the corresponding grid 
according to the obstacle location seeking address, and modifies the 
grid value. The no-obstacle raster value is 1, and the obstacle raster is 
assigned a value of 0.

2. Problem Formulation
The path planning problem by the UAV for crop monitoring 

in agricultural fields is described in this paper as a constrained 
optimization problem [19] with the shortest flight distance from the 
starting point of travel to the end point, and Equation in (3) defines the 
general constrained optimization problem form.

 (3)

where f(x) is the objective function, which represents the shortest 
distance of the UAV flight path in the constraint problem; X is the 
objective function feasible domain, which is the coordinate limit of 
the path point located in the map during the UAV flight; gi and hi are 
the equation constraint and inequality constraint in the constraint 
optimization in the UAV path planning problem, it is desirable to limit 
the flight distance and obstacle avoidance of the UAV through the 
constraint, which can shorten the UAV flight time as well as ensure 
the safety of the device.

In the planning problem, the path length of the UAV flight is 
a critical factor in the overall planning objective. So Equation in 
(4) defines the objective function that is the UAV flight path length 
function as follows.

 (4)

The constraints that can be placed on the UAV flight during 
path planning are: the total direction of travel of the UAV is the end 
direction, which limits the fold back path points; another constraint 
is the collision avoidance constraint, where the flight path does not 
pass within or on the boundary of the defined obstacle. Equation in (5) 
defines the collision avoidance constraint. The distance between the 
UAV’s position for each travel and the previous position to avoid the 
obstacle, ζ is defined as the safe range of the obstacle.

 (5)

C. Algorithmic Mechanism

1. Grey Wolf Optimization Algorithm
The Grey Wolf Optimization algorithm proposed by Mirjalili et al. 

in 2014 is a newer swarm intelligence optimization algorithm [20], 
inspired by the hunting behavior of grey wolf packs. In the algorithm, 
the wolves set up a hierarchy of ranks, as shown in Fig. 4, and the first 
four of the ranks are defined as α wolves, β wolves, γ wolves, and ω 
wolves. The head wolf, i.e. rank of wolf α, is at the highest position and 
makes the decision of the whole pack intelligence optimization, and 
wolf β is responsible for assisting with the hierarchical differentiation. 
When there is a vacancy of α in the wolf pack, wolf β becomes wolf 
α, and each rank behind rises one level at a time. GWO achieves the 
purpose of optimization by simulating the predatory behavior of the 
grey wolf pack based on the mechanism of wolf pack collaboration. The 
GWO algorithm is characterized by simple structure, few parameters 
to be adjusted and easy implementation, in which there exists a 
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convergence factor that can be adjusted adaptively and an information 
feedback mechanism that can achieve a balance between local search 
for excellence and global search, so it has good performance in terms 
of solution accuracy and convergence speed for the problem.

α

β

γ

ω

Fig. 4.  Hierarchy of the grey wolf.

When path planning is carried out through the Grey Wolf 
Optimization algorithm, the hierarchical system is strictly implemented, 
and the low-level wolves are close to the high-level wolves, while the 
“prey” is captured by the distance, that is, the algorithm searches for 
the global optimal solution: it will select and determine the wolf α, β 
and γ with the highest rank according to the distance from the prey 
(global optimal solution). Under the leadership of the top three, the 
whole wolf pack will identify and surround the prey, and constantly 
update the level of the wolf pack. After determining the prey, the 
hunting of the wolf pack will be finished, and the algorithm will get 
the optimal feasible solution of the plan. Each individual grey wolf 
has its own location in the solution space, i.e., corresponding to the 
path feasible solution, and the optimal feasible solution of the whole 
optimization is the location of wolves α, and in turn wolves β and 
wolves γ are considered to be the second and third optimal solutions 
of the optimization algorithm. The number of path points in the path 
line of the location map environment is regarded as the sub-element of 
each feasible solution, i.e., the solution space dimension.

Start

Initialize the grey wolf population, an parameters a, A and C

Calculate the fitness of individual grey wolves and save the top
three best adapted individuals α, β and γ  

Update the current position of the grey wolf

Update a, A and B

Calculate the fitness of all grey wolves

Update the fitness and position of α, β and γ  

End

Y

N
Reach the maximum number of iterations?

Fig. 5.  Flow chart of the GWO algorithm.

The flow of Grey Wolf Optimization algorithm is shown in Fig. 
5. In the whole iterative process of the algorithm, the Grey Wolf 
Optimization algorithm has the following defects: the wolf α searched 
by the algorithm as the current optimal solution of the algorithm may 
not be the global optimal point, and in the continuous iteration, the 
wolf ω gradually approaches the α, β and γ wolves, resulting in the 
whole optimal search falling into the local optimal; in the algorithm 
mechanism, the wolves mainly judge the distance to the top three 
wolves of the rank based on the distance to the search mechanism 
of judging the solution by distance causes the convergence rate of 
the algorithm to become slower in the later period. Based on this 
consideration, the second subsection of this chapter explores how to 
overcome the shortcomings of the Grey Wolf Optimization algorithm 
itself and the analysis of its rationality.

2. Improved Grey Wolf Optimization Algorithm
From the perspective of simulating wolf hunting behavior, the core 

behavior of the whole Grey Wolf Optimization algorithm is hunting, 
and Equation in (6) defines the hunting behavior as follows. D indicates 
the distance between the individual and the prey, and the current grey 
wolf moves toward the target, and the grey wolf position is updated 
as shown in Fig. 6. Besides, Equation in (7) defines the coordinates of 
wolves. t is the number of iterations of the algorithm, and there are 
two random vectors C and A defined in this equation for the update 
of the grey wolf position and the convergence of the algorithm when 
iterating as a whole (a is the improved convergence factor, r1 and r2 
vectors modulo random numbers between 0 and 1).

 (6)

 (7)

Fig. 6. Update schematic of the location for grey wolf.

Equation in (8) defines the distance at which each grey wolf performs 
hunting. Dα, Dβ, and Dγ denote the distances between wolves α, β, γ 
and other individual grey wolves respectively; Xα, Xβ, and Xγ denote the 
current positions of wolves α, β, and γ; X is the current position of the 
grey wolf, while C1, C2, and C3 in Equation are random vectors.

 (8)
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During the hunting process, grey wolves are able to identify the 
location of prey and surround them. When the grey wolf identifies the 
location of the prey, β, γ, led by α, guides the wolf pack to surround 
the prey. In the decision space of the optimization problem, the best 
solution (the location of the prey) is not known. Therefore, in order to 
simulate the hunting behavior of grey wolves, define α, β, γ to know 
more about the potential location of the prey. α, β, γ wolves that is, 
who saved the three optimal solutions obtained under the current 
and use the location of these three to judge the location of the prey, 
while forcing other grey wolf individuals including ω to update their 
location based on the location of the optimal grey wolf individuals to 
gradually approach the prey, and Equation in (9) defines the location 
updating.

 (9)

When the grey wolf algorithm is caught in a local optimum in the 
search process and cannot jump out by its own search mechanism, 
this paper introduces the probabilistic sudden leap mechanism of the 
Simulated Annealing algorithm to overcome this defect. The earliest 
idea of the Simulated Annealing algorithm is a heuristic algorithm 
proposed by N. Metropolis in 1953 based on the annealing process 
in thermodynamic systems. The Simulated Annealing algorithm 
starts from some higher initial temperature, and the continuous 
decrease of the temperature parameter, combined with a certain 
probability of sudden leap in the whole solution space to randomly 
find the global optimal solution of the objective function, so it can be 
able to probabilistically jump out when the feasible solution of the 
algorithm falls into the local optimum, and the probability of getting 
the optimal solution will be greatly increased and eventually converge 
to the global optimum because of the introduction of more random 
factors. This is done by performing a small perturbation on the current 
optimal solution to generate a new solution, judging whether this new 
solution meets the output conditions according to the Metropolis 
criterion, and continuously iterating until the maximum number of 
iterations is reached.

Since the unique new solution acceptance criterion of Simulated 
Annealing algorithm allows convergence to avoid falling into local 
extremes, it makes up for the deficiency of the Grey Wolf Optimization 
algorithm that tends to fall into local optima, making the introduction 
of this mechanism desirably.

The workflow of the Improved GWO algorithm is as follows.

• Step 1: Define obstacles, starting point, and end point according to 
the environment model.

• Step 2: Initialize the values of relevant parameters of the Grey 
Wolf Optimization algorithm as well as the Simulated Annealing 
algorithm, such as population size, maximum number of iterations, 
initial temperature, etc.

• Step 3: Obtain the location of wolf α according to the convergence 
process of the Grey Wolf Optimization algorithm, i.e., the path 
feasible solution, record and output to the mechanism of the 
Simulated Annealing algorithm, consider the solution as the 
current optimal solution and carry out the Simulated Annealing 
convergence process.

• Step 4: Reach the maximum convergence number to output the 
final path optimal solution.

The overall workflow of the algorithm is shown in Fig. 7.

Start

Model the environment and initialize the related parameters 

Obtain positions Wolf α, β, γ  from initial path points

Searches of the Grey Wolf Optimization Algorithm to update
 positions of Wolf α, β, γ for the solution S of the optimal 

feasible path currently 

Carry out the global optimal solution in further searches 
through the  Simulated Annealing Algorithm

End

Y

N
Reach the maximum number of iterations?

Fig. 7. Flow chart of the Improved GWO algorithm.

After considering the problem of how to adjust to achieve the 
optimal solution for the path points and to speed up the convergence, it 
is also necessary to add obstacle avoidance constraints to the designed 
combinatorial algorithm, which constrains so that all path points so 
that the overall path does not pass through obstacle regions on the 
linkage. Therefore, the path planning problem of UAV is considered 
as a constrained optimization problem with the main objective 
function of optimizing so that the overall path sum is minimized and 
the constraint condition of avoiding all obstacle regions. The overall 
search steps of the designed algorithm are as follows in Table I.

TABLE I. The Improved GWO Algorithm

Algorithm: Improved GWO Algorithm
Input: pop, Max_iteration, n, lb, ub, T 
Output: X = {X(1), X(2), X(3), …, X(n)},
Y = {Y(1), Y(2), Y(3), …, Y(n)}
1 posα,β,γ ← zeros1,n;
2 valα,β,γ ← inf;

3 X(1) ← 1;

4 Y(1) ← val;

5 While 1 < Max_iteration do

6          for j = lb; j ≤ ub do

7               compute valα,β,γ (j, n) (𝑛 ∈ (𝑙𝑏, 𝑢𝑏));

8               Y(j) ← Min(valα,β,γ (j, n));

9               While 0 < T do

10                      compute Yt + 1(j)(j, t);

11                      a ← 2(1− t2⁄T2 );

12                      ∆y ← Yt+1 − Yt;

13                      if Yt+1 ≤ Yt then

14                          replace Yt(j) with Yt+1;

15                      else

16                            if exp(-∆y⁄T ≤ random [0,1]) then

17                               T = 0.99 * T;

18                      t++;
19        for i = lb; i ≤ ub do 

20             for k =1; k ≤ n do

21                  compute posα,β,γ (i, k);

22                  r1,2,3,4,5,6 ← random[0, 1];

23                  compute  X1,2,3 (posα,β,γ, a, rm, X(i))m ∈  (1, 6);

24                  X(i)←(X1 + X2 + X3))⁄3;

25 Return X,Y
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III. Feasibility Analysis For Improvement

On account of the simple structure and easy implementation 
of the population intelligence optimization algorithm, it has been 
applied to solve various complex optimization planning problems. 
With the continuous development of heuristic search, the Grey Wolf 
Optimization algorithm has been widely used in various scheduling 
problems and path planning because of its high performance in 
problem solving optimization since its introduction.

Theoretically, in the UAV path planning problem, because the 
algorithm imitates the strict social hierarchy of grey wolves, it can 
follow the three best positioned wolves like a wolf pack hunting, 
and can search the best UAV path point quickly and accurately, and 
in the parameter selection by a linear decreasing convergence factor 
and two random weight parameters make the algorithm in local 
optimization and The algorithm maintains a good balance between 
local optimization and global optimization. However, in terms of the 
limitations of the algorithm, if the individual wolf with the highest 
rank is selected as the local optimum instead of the global optimum, 
the strict wolf-closing hierarchy will make the algorithm fall into a 
local optimum that cannot be jumped out, and the search mechanism 
of the algorithm by virtue of the distance between the wolf and the 
target will lead to the slow convergence of the grey wolf algorithm 
at the later period. Thus, there is some space for improvement in the 
optimization problem of UAV path planning.

Considering the deficiency of slow convergence rate in the late 
period of the algorithm search, the convergence factor parameter in 
the Grey Wolf Optimization algorithm is adjusted. The convergence 
mode of the factor is changed from linear decreasing to exponential 
decreasing. For another difficulty, the algorithm could fall into local 
optimum when iteratively searching the solution space of the path 
points. This paper designs a method to introduce the mechanism 
of Simulated Annealing algorithm into the Grey Wolf Optimization 
algorithm. The property of probabilistic leap out of the local 
optimum of Simulated Annealing algorithm is utilized to improve the 
performance of Grey Wolf Optimization algorithm search with a view 
to achieving a better optimization search effect.

IV. Experimental Results and Discussion

A. Performance Indicators 
In this paper, we focus on the path planning of crop pest 

monitoring by UAV in a farmland environment, which is a constrained 
combinatorial optimization problem, so the performance index is 
compared with the optimal path length Ltotal that is successfully 

completed by the algorithm under different precision simulation 
environments. The total path length is an important indicator to reflect 
the best result of the proposed algorithm in the current precision of 
the map environment. As Equation in (10) is shown below.

 (10)

From the perspective of the constrained optimization problem, the 
problem exists multiple feasible paths under the premise of avoiding 
collision obstacles, so the search for the optimal path becomes 
necessary for path planning, while setting the obstacle collision index, 
as Equation in (11) is shown below. The experimental phase of this 
paper is designed to compare the search results with some other 
heuristic algorithms, according to the established indicators used to 
judge the superiority of the algorithm to meet the shortest path and 
has avoided all obstacles on the path, and made a comparison of the 
final experimental results.

 (11)

After controlling the UAV to complete the overall crop pest 
monitoring target in farmland, the shorter the flight path, the less 
the battery usage and the lower the energy consumption, which also 
reduces the flight cost, while the realization of obstacle avoidance 
indicators greatly reduces the risk during the flight of the UAV. 

The simulated experimental test environment is simulated on raster 
map models with precision of 15, 20, 25 and 30, and the path search 
planning of IGWO, GWO, SA and GA algorithms are performed to 
analyze the reliability of the designed algorithms by comparing the 
relevant indexes. First, the basic Grey Wolf Optimization algorithm, 
Simulated Annealing algorithm, and Genetic algorithm will be used to 
perform path search optimization after traversing each map to obtain 
the total path length index and collision obstacle situation, and then the 
Improved Grey Wolf Optimization algorithm will be used to conduct 
the experiments, and the relevant index data will also be recorded.

B. Experimental Analysis
The simulation experiments were conducted on a 3.8 GHz, 32 GB 

RAM computer with Matlab 2020a. A path planning of the GWO 
algorithm was firstly conducted on a simple map model when 
experimenting with the idea of the designed algorithm, and the GWO 
algorithm spent a total distance of 24 for the target path after planning 
the UAV flight path successfully, and then an improved GWO algorithm 
experiment was implemented, of which the results are shown in Fig. 8, 
and the total distance at this moment was reduced to 20 whose result 
was slightly improved. Meanwhile, the convergence rate which is 
shown in Fig. 9 is accelerated after the algorithm’s improvement.

(a)  The results of the GWO algorithm. (b)  The results of the improved GWO algorithm.

IGWO
End
Start

GWO
End
Start

Fig. 8.  Path planning results.
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Fig. 9.  Convergence curves of the algorithms..

In order to avoid the chance of the experiment, another comparison 
experiment was conducted on the map with higher precision between 
them, and the result is shown in Fig. 10, the experimental result of the 
improved algorithm is reduced from 82 to 48 in the total distance of 
the target path, whose effect is significant. Also the convergence rate 
is more stable that still higher than the original GWO algorithm.

(a)  The results of the algorithms.

(b) Convergence curves of the algorithms.

GWO
IGWO

GWO
200
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10040 60 80 120 140 160 180 200

Fitness
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IGWO

End
Start

Fig. 10.  Path planning results in map with different precisions.

Based on this, by defining the start point and destination, the 
flight path of UAV is planned. More detailed and specific comparison 
experiments are conducted later on map models with precision of 
15, 20, 25 and 30 respectively, as well as making a comparison of the 

convergence rate. Besides, the experiments of Simulated Annealing 
algorithm and Genetic algorithm were added to compare the path 
planning effect of the related methods to prove the superiority of 
the improved GWO algorithm. The experimental results of the four 
different methods for UAV path planning are shown in Fig. 11, and 
the convergence curve of each algorithm is shown in Fig. 12. The 
comparison data of each algorithm are shown in Table II, Table III, 
Table IV and Table V.

TABLE II. Comparison of the Results of Each Algorithm(Precision=15)

Algorithm Total Paths Whether to avoid obstacles
IGWO 22 Y
GWO 24 Y

SA 28 Y
GA 22 Y

TABLE III. Comparison of the Results of Each Algorithm(Precision=20)

Algorithm Total Paths Whether to avoid obstacles
IGWO 40 Y
GWO 48 Y

SA 48 Y
GA 42 Y

TABLE IV. Comparison of the Results of Each Algorithm(Precision=25)

Algorithm Total Paths Whether to avoid obstacles
IGWO 50 Y
GWO 70 Y

SA 56 Y
GA 56 Y

TABLE V. Comparison of the Results of Each Algorithm(Precision=30)

Algorithm Total Paths Whether to avoid obstacles
IGWO 64 Y
GWO 106 Y

SA 112 Y
GA 66 Y

Fig. 11 visualizes the path planning results of the UAV for various 
methods on map models with different precisions. As shown in 
Table II, III, IV and V, the path planning effect demonstrated by the 
Improved Grey Wolf Optimization algorithm will be better than that 
of the simple heuristic algorithm. On maps with different precisions, 
several types of methods completely avoid obstacles in the map, but 
in terms of path length index, the designed combined algorithm can 
better match the specific map and related environment to achieve 
smaller total path distance and reduce UAV flight cost. The improved 
GWO algorithm improves the metrics of the basic GWO algorithm in 
path planning, reducing the total target distance consumption by 8.3%, 
16.7%, 28.6%, and 39.6% on the map models with accuracies of 15, 20, 
25 and 30 respectively, compared to the previous algorithm according 
to the total target path distance data from the tables.

It can be known that swarm intelligence algorithms are always 
updated towards the current optimal result in the process of 
optimization, so the search result of UAV path is always the best 
target value in current stage, and finally the best path is obtained 
cumulatively. From the Fig. (a) and (b) in Fig.11, it is obvious that 
when there are many possibilities in the space, once the convergence 
ability of the algorithm is too strong, such as the GWO algorithm, it 
will lead to that in one stage, optimization falls into local optimum. If 
the algorithm does not have the ability to jump out of local optimum, 
it will lead to the overall poor flight path, trajectory deviation or 
even failure of the finally planned UAV. Therefore, an effective and 
reasonable adjustment is very important for the planning problem.
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Fig. 11.  Path planning results in map with different precisions.
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Furthermore, the improvement of the exponential decay of the 
convergence factor of the GWO algorithm, shown in Fig. 12, accelerates 
the speed of the algorithm search convergence and improves the 
efficiency of path planning. The improved GWO algorithm is 
significantly better than the original GWO algorithm in terms of 
convergence rate, and also has greater superiority than some other 
swarm intelligence algorithms such as Simulated Annealing algorithm 
and Genetic Algorithm, no matter on which precision of map model. 
Compared with some other search algorithms, the algorithm is more 
suitable for UAV path point finding in the UAV path planning problem.

Thus it is experimentally verified that the introduction of the 
Simulated Annealing algorithm’s probabilistic leap out of local 
optimum in the Grey Wolf Optimization algorithm can improve the 
performance of the basic Grey Wolf Optimization algorithm in path 
planning. Therefore, compared with other methods in the experiment, 
it can be seen that the improved method can not only maintain a high 
search rate, but also get better search results.

V. Conclusion

The work of this paper is to solve the path planning problem of 
UAVs for crop pest monitoring in agricultural fields. The improved 
Grey Wolf Optimization algorithm is used to perform optimal path 
planning while avoiding collisions between UAVs and obstacles during 
flight. It can be seen from the simulation experiments that the designed 
algorithm is more effective than some swarm intelligence methods. 
The adjustment of the convergence factor speeds up the convergence 
rate, and the property of probabilistic sudden leap of the Simulated 
Annealing algorithm introduced in the algorithm mechanism avoids to 
a certain extent the defect that the Grey Wolf Optimization algorithm 
falls into local optimum too early.

For the Grey Wolf Optimization algorithm to consider, due to 
its simplicity and efficiency, the algorithm has been successfully 
applied in many fields, in terms of the improvement of the Grey 
Wolf Optimization algorithm, in addition to the grey wolf population 
diversity can also be improved, better diversity can effectively improve 
the search efficiency of the algorithm and improve the planning 
performance; it can also improve its search mechanism, the Grey 
Wolf Optimization algorithm uses the adaptation value of A,C and a 
to balance the algorithm ability, easy to fall into local optimum, it can 
also consider introducing new search strategies to make up for the 
algorithm deficiency.

In the current context, the Grey Wolf Optimization algorithm can 
still be used in other fields and has broad application prospects.
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Abstract

In recent times, Artificial Intelligence (AI) has become ubiquitous in technological fields, mainly due to its 
ability to perform computations in distributed systems or the cloud. Nevertheless, for some applications -as the 
case of EMG signal processing- it may be highly advisable or even mandatory an on-the-edge processing, i.e., an 
embedded processing methodology. On the other hand, sEMG signals have been traditionally processed using 
LTI techniques for simplicity in computing. However, making this strong assumption leads to information loss 
and spurious results. Considering the current advances in silicon technology and increasing computer power, 
it is possible to process these biosignals with AI-based techniques correctly. This paper presents an embedded-
processing-based adaptive filtering system (here termed edge AI) being an outstanding alternative in contrast 
to a sensor-computer- actuator system and a classical digital signal processor (DSP) device. Specifically, a 
PYNQ-Z1 embedded system is used. For experimental purposes, three methodologies on similar processing 
scenarios are compared. The results show that the edge AI methodology is superior to benchmark approaches 
by reducing the processing time compared to classical DSPs and general standards while maintaining the 
signal integrity and processing it, considering that the EMG system is not LTI. Likewise, due to the nature of 
the proposed architecture, handling information exhibits no leakages. Findings suggest that edge computing is 
suitable for EMG signal processing when an on-device analysis is required.
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I. Introduction

Biomedical signal processing and proper filtering are critical 
for designing intelligent prosthesis, neurorehabilitation, and 

clinical diagnosis [1], [2]. In this regard, assisting people with 
physical disabilities is one of the main concerns, as it directly impacts 
activities of daily living (ADLs) and thus the quality of life [3]–[8]. 
The electromyogram (EMG) is one of the most studied biosignals in 
the medical and engineering fields [9]. EMG signals are generated by 
physiological variations in the state of the muscle fiber membranes, 
i.e., muscle contractions [10]–[12]. Electromyography is a technique 
for evaluating the generation, recording, and analyzing of muscle 
signals [11], [13]. Therefore, it is necessary to understand how EMG 
evaluates muscle activation to process and interpret it correctly [14]. 
EMG signals are compound biomedical signals because they are 
generated by a spatiotemporal interferential summation of action 

potentials [1], [15]. Thus, EMG is considered a pseudo-stochastic, non-
stationary, linear signal [1], [14], [15], with a time-varying or dynamic 
model being the most suitable approach to analyze it [16].

There are two main types of EMG analysis [11]: neurological and 
kinesiological. On the one hand, the neurological analysis evaluates 
the response of a muscle to external electrical stimulation under static 
conditions. On the other hand, the kinesiological analysis evaluates 
neuromuscular activation during voluntary movements. For example, 
kinesiological protocols may assess muscle activity during postural tasks 
and functional exercises under a rehabilitation or training program.

According to the type of electrodes used for signal recording, 
there are two kinds of EMG: intramuscular EMG and surface EMG. 
Intramuscular EMG is an invasive technique that uses a monopolar 
needle electrode to detect a subject’s motor unit potential (MUP). 
Meanwhile, surface EMG records muscle activity using at least a 
pair of electrodes on the skin surface. The latter method is the most 
commonly used to monitor voluntary contractions for kinesiological 
studies [12], [13]. Finally, EMG is also classified according to the 
topographic anatomical location of the muscle group being analyzed 
[13], [17].
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Kinesiological surface electromyography (KSEMG) is widely used 
as a study and evaluation tool [11] for biomechanics [18], diagnosis 
[19], [20], rehabilitation research [21], user-prosthesis interfaces [9], 
[12], [22] and human-machine interfaces for several devices [23]. 
Thus, this study focuses on the KSEMG analysis.

As a result of several groups standardizing EMG signal acquisition 
processes [24], the SENIAM project (Surface Electromyography for 
Non-Invasive Assessment of Muscles) began in 1996 to formulate 
recommendations for studying EMG signals. These recommendations 
include information on sensor types and location, signal processing, 
and characteristic curve modeling [24], [25]. Regarding biopotential 
sensing systems, the main stages are the power supply, pre-
amplification with an instrumentation amplifier, analog filtering, 
rectification, analog-digital conversion, and control [11], [25]–[27].

Raw EMG signals typically vary between a few microvolts and 2-3 
millivolts. Therefore, this signal is usually amplified by a minimum 
gain of 500 with preamplifiers, extending to 1000 when using units 
with passive leads. Differential amplifiers are used at this stage, 
allowing differential signals and rejecting common-mode voltages 
between input terminals and common ground [11], [13]. The 
frequency range of the EMG signal is between 10Hz to 500Hz [12], 
[20]. It is recommended to avoid any notch filter as it destroys too 
much information [11]. The rectification stage reflects all the signals 
below the baseline average. Rectification facilitates the reading and 
computational analysis of the data. In the control stage, digital signal 
processing (DSP) is widely applied in techniques such as signal 
smoothing, amplitude normalization of the acquired signal, and 
removal of artifacts. [25], [27]–[30].

For more complex applications, as with prosthetic devices, the 
control stage is subdivided into different stages: signal filtering and 
smoothing are the pre-processing components, and feature extraction 
is the processing step. Later, a classification stage [12], [22], which will 
be called the decision-making stage in this article, finally passes to an 
actuating stage [9], [19],[21]–[23].

Fig. 1 shows the biopotential sensing and processing stages and sub-
stages. This paper focuses on the pre-processing block, highlighted in 
red, specifically in the digital filtering of KSEM signals.

Digital signal processing (DSP) is a branch of computer science 
specializing in a single type of data, signals [31]. DSP consists of 
mathematics, algorithms, and techniques related to representing, 
transforming, and manipulating signals and their information after 

digitization [31], [32]. Unlike the signal processing techniques of 
analog electronics, DSP techniques guarantee reproducibility and 
accuracy of results, recognizing them as superior and more reliable in 
certain circumstances than their analog counterparts [33].

Intelligent signal processing (ISP) uses machine learning and other 
'smart' techniques to extract as much information as possible from 
the received signal data -in the case of EMG signals, information 
can be extracted through proper characterization stages as studied 
in [34], [35]. Classical signal processing methods are robust and 
straightforward tools that work incomparably with mathematical 
models that are linear, stationary, and Gaussian. However, real systems 
are non-linear, with erratic or impulsive statistical structures that can 
vary over time. Minimal signal or noise-structure changes can lead to 
qualitative changes in how classical processing systems filter noise 
or maintain stability [36]. Adaptive filtering is an Online Learning 
technique. It trains its parameters while acquiring information, unlike 
machine learning which usually trains on the entire dataset or at least 
a mini-batch of data. Adaptive filtering can be considered an Artificial 
Intelligence technique since it seeks to minimize an error signal using 
stochastic gradient descent (SGD) and falls into the field of ’Computer 
Perception.’ It has become one of the most efficient methods for 
acquiring physiological signals [37]. One approach for denoising is the 
adaptive noise cancellation of EMG signals, which uses an external 
noise source loosely related to the noise implicit in the EMG signal. 
For this task, filtering algorithms such as Kalman Filter, LMS (Least 
Mean Squares), RLS (Recursive-Least-Squares), Wiener, UFIR (Finite 
Impulse Response), Gaussian, bee colony algorithms, and Bayesian, 
among others, have been implemented [38]–[44].

The RLS filtering algorithm seeks to minimize the sum of squares 
of the differences between the desired signal and the filter output, 
updating iteratively as new information is acquired. This algorithm 
solves least squares estimation recursively [43], [45]–[48]. Few works 
have been found on edge intelligent EMG signal processing (on the 
embedded system). Diniz and Limem [45], [46] perform traditional 
digital acquisition and filtering processes using a general-purpose 
GPU ’NVidia Jetson’ as a shared device. They implement machine 
learning and decision-making algorithms, but there is no evidence of 
intelligent signal processing per se.

The scientific community is focused on pattern recognition and 
classification in prosthetic devices and recognizes that the variability 
in acquired SEMG signals between test subjects is significant [3], [6], 
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Fig. 1. Biopotential sensing and processing stages.
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[49], [50]. Furthermore, the literature review has shown that the digital 
signal processing techniques used on EMG in embedded systems are 
for LTI systems [1], [14], [27]–[30],[51], [52]. Since EMG signals are 
pseudo-stochastic (therefore time-varying), these techniques are not 
the most suitable.

Therefore, using adaptive filtering algorithms in an embedded 
system to eliminate noise in sEMG signals is proposed as a scalable 
system for multiple users, reducing the time and complexity of system 
calibration. This approach respects the non-linear characteristics of 
the biologically-originated system preserving the information without 
substantial distortion and adaptability to a varying noise source; 
besides, it allows the filtering system to be used in multiple applications 
without significant modifications. This paper introduces an adaptive 
filtering system implemented on an embedded system (Edge AI) that 
uses a simulated white noise source as the target signal to be removed. 
To contrast and validate the model, an FIR filter is also implemented 
using classical DSP techniques (LTI) and the same adaptive filtering 
system but implemented in a sensor-computer-actuator system.

The results show that the embedded processing system achieves 
a similar filtering quality and performance as the sensor-computer-
actuator system. Some of the essential advantages of the embedded 
system are eliminating any networking interfaces, guaranteeing the 
security of the acquired data, no latency, and no loss of communication 
between the computing device and the sensors and actuators.

The rest of this manuscript is organized as follows: Section II 
shows the hardware and the comparison approach used to validate 
the presented approach. Afterward, section III details the dataset used, 
the performance metrics, the benchmark methods and a comparison 
with previously published literature, and the experiment description 
that outlines the approaches used in this paper. Subsequently, section 
IV analyzes the results obtained in each of the benchmarks and the 
presented approach and discusses the authors’ findings. Finally, 
section V concludes the article and draws ideas for further research.

II. Materials and Methods

A. Materials - Hardware & Testbench Architecture
The embedded system for processing is a PYNQ-Z1; it uses a 

ZYNQ-7000 SoC from XILINX composed of an ARM Cortex-A9 and 
programmable logic cells of the Artix-7 family. It works with a Linux-
based operating system running Python notebooks as an interface 
medium.

Fig. 2. Block diagram defining the behavior of the acquisition system.

On the one hand, the system incorporates a Digilent’s PMOD AD1 
module as a signal reading system, incorporating an AD7476 analog-
to-digital converter (ADC). This converter has a maximum output rate 
of 1 MSPS at a resolution of 12 bits. On the other hand, the system 

uses a Digilent’s PMOD DA2 module as a signal reconstruction 
system since it incorporates a DAC121S101 digital to analog converter 
(DAC). This converter has a maximum output rate of 1 MSPS at a 
resolution of 12 bits. Timing diagrams describe the communication 
of these systems. Thus, it is necessary to decode these protocols and 
implement them in HDL, using finite state machines (FSM) to model 
the required behaviors. All hardware blocks are linked together and 
interfaced with the ARM processor, completing the description of the 
real-time processing architecture. Fig. 2 shows the final result. 

Digilent Analog Discovery 2’s function generator recreates the 
EMG signals and is used to analyze the frequency and measure the 
parameters needed. The waveform’s information comes from the 
public database [53], further described in A. Finally, Fig. 3 presents the 
architecture used in the experiment.

EMG ADC

DAC FILTER

EMG Database

Oscilloscope  
Mixed Signal Generator

Acquisition + Signal reconstruction
Processing System

Fig. 3. Processing system architecture.

B. Comparison Approach
The test scenario of the three processing systems is designed based 

on the methodology presented in Fig. 4. The first scenario consists 
of a system architecture using classical DSP. In contrast, the second 
scenario consists of an embedded processing system, an adaptive 
RLS filter in a horizontal structure. Finally, scenario three involves 
processing using a sensor-computer-actuator system and wireless 
communication protocols. A common comparison framework for the 
three scenarios is set, where spectrograms, signal means, processing 
times, and SNR are analyzed.

The evaluation metrics for the test scenarios compare input and 
output signal averages, the time lag associated with the processing 
time, an analysis of the spectrogram, and the SNR of the signals. Finally, 
the evaluation metrics are contrasted between the three groups to 
determine the most suitable architecture for the EMG signal filtering 
tasks. The evaluation and testbench is further explained in B and C.

III. Experimental Setup

A. Dataset Description
The dataset "ISRMYO-I: A DATABASE FOR SEMG-BASED HAND 

GESTURE RECOGNITION" [53] consists of sEMG signals recorded 
for different hand gestures. The database follows an organization 
as raw EMG, the unprocessed recorded signals, and train and test, 
which are the relevant data to train a classifier model. This database 
recorded 16 channels of the forearm’s sEMG with a multichannel 
sleeve sensor, firstly used for hand motion classification. The raw 
database was acquired with a sampling frequency of 1 kHz, and 12 
Bits of resolution [54].
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Fig. 4. Design and testing methodology for classical, intelligent embedded, 
and intelligent sensor-actuator-computer DSP processing paradigms.

The information used for reconstructing the sEMG signal comes 
from one subject. The maximum buffer memory (4096 points) for the 
arbitrary signal generator was selected to reconstruct the signal. The 
signal is then rescaled to 3 Vpp and a mean offset of 1.5 V.

B. Performance Metrics
One of the performance metrics used is the Signal-to-noise ratio 

SNR. According to [55] it is described as (1):

 (1)

where, f(n) is a signal containing noise, (n) is the denoised signal, 
and N is the length of the signal.

The SNR compares the desired signal level to the noise level or the 
noisy signal. SNR is defined as the ratio of signal power to the noise 
power, and a ratio greater than 0 dB indicates more signal than noise.

Another metric used is the processing delay. It compares an 
inputted sinusoidal signal with the system’s output and measures the 
time difference between the zero-crossing point of both signals.

C. Benchmark Methods
The benchmark methods considered for this work only analyze the 

filtering features.

The database authors [53] apply a DRMS (differential root mean 
square) processing to multiple channels. There is no single-channel 

processing and thus no possible benchmark comparations with this 
approach.

[56] states a resampling of the database to 1000 Hz and a band-pass 
filtering between 3 Hz to 300 Hz. No filtering architecture or metrics 
are presented.

[3] applies a 20-order 50 Hz comb filter to remove the power 
interference from the data. A db5 wavelet basis function of three 
layers threshold noise reduction is used, achieving an 8.8151 SNR.

Three different testbench scenarios are set to validate the proposed 
approach properly while taking the processing time, mean shifting, 
and SNR as a metric.

1. A classical DSP, where the embedded system performs all the 
computations, is set for the first comparison point with the 
characteristics taken from [27]:

• A high-pass filter with a cutoff frequency of 20 Hz

• Low-pass filter with a cutoff frequency of 500 Hz

• Rectification with the sample absolute value

• Smoothing through a moving average filter

2. The second approach is a real-time RLS filtering architecture 
with a sensor-computer-actuator paradigm. In this approach, the 
embedded system is used to acquire the sample, send it through 
Wi-Fi to a computer where it is filtered, and then wirelessly 
received and reconstructed.

3. The proposed approach, the one to be compared, eliminates the 
networking structure and external processing device to embed the 
computation.

D. Experiment Description
As described in the benchmark methods, the experimentation is 

composed of three tests, one implementing a classical DSP system and 
another as a sensor-computer-actuator system, where the sensor and 
the actuator communicate wirelessly with the computer through TCP-
IP sockets, and finally, the embedded processing system.

The classical DSP processing system consists of a band-pass filter 
between 20 and 500 Hz in a horizontal FIR structure of 61 taps to 
facilitate the process and operation in real-time. The results of the 
FIR filter are then passed through an averaging filter with a window 
of 20 taps, from which its absolute value is previously obtained by 
way of rectification. This structure is implemented in the PYNQ 
embedded system.

Adaptive
Algorithm

+
-

e(n)

y(n)r'(n)
Adaptive Filter

d(n)+r(n)

Fig. 5. Noise cancellation structure using adaptive filters.

The same filtering architecture is used for the sensor-computer-
actuator system and the embedded AI processing system. A linear 
FIR and RLS filter structure is used, which will allow real-time 
learning of variations of the noise. Fig. 5 presents the adaptive noise 
cancellation structure. In this architecture, the input to the filter is 
the modeled signal or noise measurement r'(n), and the desired signal 
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is the acquired signal (desired signal added with noise) d(n) + r(n).  
Therefore, the filter’s output would be the noise model, and the output 
e(n) corresponds to the filtered signal. The model of the signal to 
be removed by the filtering structure is considered white noise. The 
simulation of a SEMG baseline, which would be the desired signal 
to be removed, is highly complicated because of the number of 
hyperparameters and is computationally expensive. Therefore, this 
model is avoided for online applications.

Fig. 6 shows the architecture of a horizontal RLS adaptive filter, 
which can process in real-time the acquired data, allowing online 
learning of the acquired data, thus adjusting to the circumstances 
in which the structure is being used. This architecture is similar 
to a neural unit of a perceptron since, in the forward step, it 
summates the multiplications of the inputs by their weights Σk X (k) 
* W (k). Subsequently, it compares it with the desired signal d(k) 
and generates an error signal ϵ(k). Finally, the error signal is 
backpropagated through the structure with an algorithm based on 
stochastic gradient descent (SGD).

Z-1

+ +

Wn-1

W1

y(k)

d(k)

ε(k)

X(k)

-

SGD

1
2

3

4

Z-1

Z-1

W0

Fig. 6. Intelligent sEMG filtering algorithm for embedded processing. 
1- Shows the delay taps of the filter, 2- presents the forward pass of the 
information, 3- corresponds to the error computation, and 4- is the SGD-based 
backpropagation algorithm.

IV. Results and Discussion

For the description of the results, the related tests and measurements 
will be presented, taking into account the signals in the same contextual 
frame, their spectrograms, and a propagation delay analysis analyzed 
with pure sinusoidal signals.

A. Results of Classical DSP
Fig. 7 and Fig. 8 show that the algorithm works as soon as it is 

started, without needing waiting times.

Fig. 9 shows the original signal, filtered by DSP, and the 
superposition of both signals in an acquisition period of 4 minutes, at 
a sampling frequency of 4 kHz.

Fig. 7. Start of acquisition with traditional DSP, original signal [blue] and 
filtered signal [yellow], the horizontal axis represents time, while the vertical 
axis represents the amplitude in volts of the measured signal.

Fig. 8. Regular operation of traditional DSP, original signal (in blue) and filtered 
signal (in yellow), the horizontal axis represents time, while the vertical axis 
represents the amplitude in volts of the measured signal.

The visual analysis of the signals shows a radical change in the 
waveform, rectifying the impulses and leading it to oscillate from the 
0 baseline without the additive component that moves the oscillation 
line, as in the original signal. The average of the original signal is 
2.1908V, and the filtered signal is 0.9419V, which verifies what was 
described above. As for the spectra analysis, they can be observed in 
Fig. 10 and Fig. 11.

The high-frequency component of the signal is removed from the 
spectrograms, while the low-frequency component is distorted.

B. Results of Sensor-Computer-Actuator System
Fig. 12 and Fig. 13 show that the algorithm needs a minimum time 

to start working. Initially, the signal shows considerable noise, and 
it is impossible to identify the original signal, and after some time, it 
can be seen that the filtering effects are more noticeable, showing the 
adaptability of the filter.

Fig. 14 shows the original signal, filtered by the sensor-computer-
actuator system, and the superposition of both signals in an acquisition 
period of 4 minutes, at a sampling frequency of 4kHz.

In addition, if a visual analysis is made, the signals appear similarly. 
The change is not radical given the noise source; the original 
signal’s average is 2.193V, and the filtered signal is 2.175V, which 
shows that they maintain their characteristics to a large extent. It 
should be emphasized that in Fig. 20. errors are observed in the data 
communication reflected both in the wave’s shape and information 
gaps in the spectrogram. The loss of information jeopardizes the 
integrity of the filtering process, as these are critical data that should 
not be lost.
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The spectrogram analysis can be observed in Fig. 15 and Fig. 16.

No significant change can be seen comparing the spectrograms, 
except for the blurring effect in the impulsive peaks, regularizing 
the signal, and the concentration of the frequency components in 
the low bands.

C. Results of Embedded Processing
Fig. 17 and Fig. 18 show that the algorithm needs a minimum time to 

start working. Initially, the signal shows more noise than the original 
signal, and after some time, the filtering effects are more noticeable.

Fig. 19 shows the original signal, filtered by the on-the-edge 
system, and the superposition of both signals in an acquisition period 
of 4 minutes, at a sampling frequency of 4kHz.

The visual analysis of the signals shows that they maintain a 
remarkable similarity. The change is not radical, given the noise 
source. The average of the original signal is 2.192V, and the filtered 
signal is 2.173V, which shows that they maintain their characteristics.

As for the spectra analysis, they can be observed in Fig. 20 and Fig. 21.

The spectrogram comparison does not show much change, except 
for the blurring effect on the impulsive peaks, regularizing the signal.

Fig. 9. Original signal vs filtered signal using traditional DSP.

Fig. 11. Spectrogram of the filtered signal in a traditional DSP context. The 
horizontal axis represents time, while the vertical axis represents the frequency 
in Hz of the measured signal.

Fig. 10. Spectrogram of the original signal in a traditional DSP context. The 
horizontal axis represents time, while the vertical axis represents the frequency 
in Hz of the measured signal.

Fig. 13. Normal operation of the sensor-computer-actuator system: original 
signal [blue] and filtered signal [yellow]. The horizontal axis represents time, 
while the vertical axis represents the amplitude in volts of the measured signal.

Fig. 12. Start of acquisition with the sensor-computer-actuator system: original 
signal [blue] and filtered signal [yellow]. The horizontal axis represents time, 
while the vertical axis represents the amplitude in volts of the measured signal.
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D. Results Analysis
Fig. 22 shows the signal-to-noise ratio of the DSP, sensor-computer-

actuator, and embedded systems. This measure analyzes the filtering 
quality of the signals by removing a noise signal, which is a white 
noise type generated artificially. Both the convergence points of the 
embedded processing system and the sensor-computer-actuator system 
are highlighted -the convergence delay is also depicted for the latter-.

Table I shows the comparative results of the filtering paradigms. 
The fastest processing system is the sensor-computer-actuator 
system. In contrast, the embedded system exhibits processing times 

close to those of the distributed system, and the classic DSP system 
is considerably slower than the others. The mean shift in the sensor-
computer-actuator and embedded processing systems is minimal. 
Meanwhile, the classical DSP system strongly changes the signal’s 
nature, which is evident from the mean shift. The only filtering system 
that does not come into action when the system is turned on is the 
sensor-computer-actuator system, which needs a calibration and 
algorithm adaptation time.

Regarding the use of resources, the best is the DSP system, as it 
needs only one signal source, the SEMG acquisition source. However, 
in addition to the SEMG signal source, sensor-computer-actuator 

Fig. 14. Original signal vs filtered signal using the sensor-computer-actuator system.

Fig. 16. Spectrogram of the filtered signal in the context of a distributed 
computing system. The horizontal axis represents time, while the vertical axis 
represents the frequency in Hz of the measured signal.

Fig. 15. Spectrogram of the original signal in the context of a distributed 
computing system. The horizontal axis represents time, while the vertical axis 
represents the frequency in Hz of the measured signal.

Fig. 18. Regular operation with embedded processing: original signal [blue] 
and filtered signal [yellow]. The horizontal axis represents time, while the 
vertical axis represents the amplitude in volts of the measured signal.

Fig. 17. Start of acquisition with embedded processing: original signal [blue] 
and filtered signal [yellow]. The horizontal axis represents time, while the 
vertical axis represents the amplitude in volts of the measured signal.
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Fig. 19. Original signal vs filtered signal using an embedded system.

Fig. 21. Embedded processing-driven spectrogram of filtered signal. The 
horizontal axis represents time, while the vertical axis represents the frequency 
in Hz of the measured signal Source.

Fig. 20. Embedded processing-driven spectrogram of the original signal. 
The horizontal axis represents time, while the vertical axis represents the 
frequency in Hz of the measured signal. Source.

Fig. 22. SNR comparison of analyzed signals. In red is the SNR of the DSP system, in orange is the SNR of the embedded system, and in purple is the SNR of the 
sensor-computer-actuator system.
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and embedded processing systems need a second signal source to 
acquire noise. Therefore, the system that consumes the most physical 
resources is the distributed one, which requires a network interface 
and a high-capacity computer capable of executing the calculations 
involved in this processing.

The signal-to-noise ratio (SNR) determines the filtering quality, 
comparing the power of the filtered signal with the power of the 
noisy signal, which, in this case, is a simulated white noise signal. The 
results show that both the embedded processing and sensor-computer-
actuator systems improve the signal, even if it is minimal. Meanwhile, 
the traditional DSP system does not fulfill the task of eliminating this 
type of noise, resulting in an average SNR of -6,321 dB. Again, Fig. 
22 shows that the convergence speed of the distributed computing 
system is lower than that of the on-the-edge system.

E. Discussion
The results and measurements presented in the previous sections 

show that, although the sensor-computer-actuator processing is the 
fastest, it is more unstable, generating losses of information when 
the buffers of the communication socket are saturated. In addition, it 
requires more hardware equipment due to implementing a wireless 
communication system based on Wi-Fi. An intermediary is needed 
in the network structure connected to the Internet, which affects 
the security of the transmitted data. Nevertheless, a computer with 
good characteristics can adequately perform all the calculation and 
communication processes.

Regarding the traditional DSP system, it is the most widely used to 
date because of the relative simplicity of its implementation and the 
fact that it does not require modeling or acquisition of the signal noise 
to be removed. These features allow the processing system to act on 
its own. Furthermore, the algorithms presented in this paper can be 
optimized using C language or even by building hardware modules 
in HDL that can be implemented in the FPGA part of the embedded 
system—radically accelerating the computational speed of the system.

Although the processing delay is about 70 % in the embedded 
processing system, it is still much faster than the traditional DSP 
processing system. It implies a good use of hardware and software 
resources with the great advantage of adaptability to the noise sources 
that a surface EMG signal may suffer, which may change over time in 
amplitude and nature.

The embedded processing methodology is the cheapest and most 
efficient online learning technique in terms of resources since it 
eliminates the entire network interface of the distributed system. It 
has an adequate processing time, much shorter than DSP (showing 
a significant improvement in this area) and slightly longer than the 
sensor-computer-actuator system. It allows immediate action in terms 
of processing while reducing the external computational load that can 
be a problem when dealing with EMG signals.

V. Final Remarks

The processing and filtering of EMG signals are crucial for using 
these signals in prosthetic-device control processes or medical 
diagnostics. Traditionally, rigid filtering structures based on DSP have 
been used, although it does not acknowledge the non-LTI characteristics 
of the EMG. Subsequently, for more complex processes respecting 
the intrinsic characteristics of the system, all the information to be 
processed is sent to a discrete computing unit with which they usually 
communicate wirelessly. Therefore, addressing an integral processing 
methodology embedded in the device is appropriate because of the 
technological advances in the miniaturization of silicon processing 
systems and their increased computational capacity. Furthermore, 
embedded processing implies that the intelligent processing algorithms 
and decision-making are implemented on-device, eliminating discrete 
computing systems and substantially improving the processing that 
traditional LTI DSP techniques offer.

Objective comparison is made between the traditional DSP system, 
the discrete processing system, and the embedded processing system 
using the same device and the same database reconstructed by a 
function generator. The spectrograms of the signals, the delays due 
to the processing, and the signal-to-noise ratio are evaluated. The 
intelligent filtering algorithm is an adaptive RLS filter to which a 
simulated white noise signal is introduced as a noise source.

It was not found in the literature review any contribution to the 
implementation of adaptive filters for sEMG in an embedded system. 
Most of them use distributed computation systems in MATLAB. The 
most significant contribution of this paper is introducing a real-time 
implementation of adaptive filtering algorithms respecting the non-
LTI characteristics of the EMG signals.

Given the current technological availability, it is appropriate and 
even advisable to perform intelligent data processing on-device. 
Even if a distributed processing system is still necessary for further 
processing, embedding processing blocks is advisable. It will reduce 
the computational load by receiving helpful information and not only 
raw data. Embedding intelligent processing blocks in the acquisition 
device will allow building more complex processing architectures and 
signal usage techniques, offering better results to end-users.

Therefore, intelligent embedded (edge AI) processing of 
electromyographic signals is more effective than traditional hardware 
processing. Embedding the processing is more effective because the 
time delay between signals is shorter than in a sensor-computer-
actuator system. Suppose the noise interfering with the desired signal 
is properly characterized or acquired with secondary sensors. In that 
case, it can provide highly relevant information without considerable 
changes in the frequency and temporal nature of the electromyographic 
signals. On the other hand, considering the current state of technology, 
applying embedded artificial intelligence techniques is justified since 
they reduce the computational load suffered by other devices and allow 
the development of architectures with greater scalability. Furthermore, 
the autonomy of processing between the intelligent nodes that make 
up an acquisition system can be considered relevant. Even the total 
autonomy of each sensor is possible and does not require an auxiliary 
computing system or auxiliary conditioning of the signals to carry out 
the decision-making process.
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TABLE I. Comparative Results of Filtering Paradigms

DSP Sensor - Computer - 
Actuator

Embedded 
System

Processing Time 36.43 ms 2.573 ms 3.822 ms

Mean Shift 1.248 V 18 mV 19 mV

Immediate Action Yes No Yes

Resources One signal 
source

Two signal sorurces, 
network interface, PC

Two signal 
sources

SNR Mean -6.321 db 0.11124 dB 0.15125 dB
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Abstract

Because they are in a high-risk location, remote sensors are vulnerable to malicious ambushes. A 
doppelganger attack, in which a malicious hub impersonates a legitimate network junction and then 
attempts to take control of the entire network, is one of the deadliest types of ambushes. Because remote 
sensor networks are portable, hub doppelganger ambushes are particularly ineffective in astute wellness 
contexts. Keeping the framework safe from hostile hubs is critical because the information in intelligent 
health frameworks is so sensitive. This paper developed a new Steering Convention for Vitality Effective 
Systems (SC-VFS) technique for detecting doppelganger attacks in IoT-based intelligent health applications 
such as a green corridor for transplant pushback. This method's main advantage is that it improves vitality 
proficiency, a critical constraint in WSN frameworks. To emphasize the suggested scheme's execution, 
latency, remaining vitality, throughput, vitality effectiveness, and blunder rate are all used. To see how 
proper the underutilized technique is compared to the existing Half Breed Multi-Level Clustering (HMLC) 
computation. The suggested approach yields latency of 0.63ms and 0.6ms, respectively, when using dead 
hubs and keeping a strategic distance from doppelganger assault. Furthermore, during the 2500 cycles, the 
suggested system achieves the highest remaining vitality of 49.5J.
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I. Introduction

Inaccessible detection, health care, climate forecasting, security, 
and surveillance are just a few of the applications that have recently 

seen widespread use of remote sensor systems. The value of these 
hub shifts is dependent on the junction's size, the type and length of 
the battery used, the junction's life cycle, the weight of the sensor, 
and other factors [1]. The WSN can be classified into three groups. 
A primary type is a level arrangement. The second type could be 
based on clusters, and the third could be organized at various levels. 
The most challenging problem in remote sensor networks (WSN) is 
parcel directing [2]. The person sensor hub sends data bundles to the 
group controller hub via Bluetooth. The provenance of the guiding is 
crucial, especially in the vicinity of hostile hubs. The development of 
energy-efficient forms is another pressing issue [3]. Because the hubs 
are usually blocked off once installed in primary remote locations, 
replacing the batteries can be a time-consuming process. As a result, 
steering conventions must be created so that they consume the least 
amount of energy possible. Because they provide stack adjusting 
focus points while consuming the least energy, clustering directing 
techniques are widely used in package delivery [4]. The placement 
of assaults is the next major challenge in WSN frameworks. WSN 
sensors are the most vulnerable to outside attacks. As a result, 

recognizing abnormal behavior is critical in determining how close 
these ambushes are.

Three different approaches can be used to detect distorted behavior 
in WSN frameworks [5]. The primary arrangement entails the 
application of data mining techniques. Machine learning algorithms 
are used in the current method. The final plan employs clustering 
techniques. WSN attacks include wormholes, black holes, listening 
quietly attacks, doppelganger attacks, and Sybil attacks. Lack of 
plan judgment and sincerity are the main deterrents to these attacks 
[6]. WSN sensor hubs are distinguished by their dynamic and self-
organizing nature. As a result, verifying sensor hubs could be a difficult 
task. As a result, any malicious hub can quickly access the system 
without proper authentication. In addition, the vitality constraint 
makes verification extremely challenging [7].  Sticking is a type of 
attack in which adversarial hubs broadcast massive amounts of signals 
simultaneously due to a decision to ultimately compromise the remote 
detector network’s security [8]. Another common type of ambush is 
the Sybil ambush. During this type of attack, the virulent hub uses the 
identities of the network’s legitimate hubs to determine a large number 
of malicious shoppers to send to the network’s head. With this type 
of attack, the location of all poisonous centres remains constant [9]. 
Doppelganger attacks are also common among WSNs. One malicious 
hub creates duplicate counterparts with the same ID to encourage the 
WSN. There are two methods for detecting doppelganger ambushes. 
These strategies make use of both centralized and localized sites [10]. 
This study presents an utterly unique technique for distinguishing 
doppelganger assaults in remote detector systems.
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II. Related Work 

For detective work on doppelganger assaults, [11] devised a multi-
level crossover location approach. The chance hypothesis plan was used 
to support the instructed technique. During the initial setup, the abnormal 
behavior of the device junctions was identified. The battery levels of the 
junctions were then checked in the following step. All different hubs 
within the organization were aware of the proximity of doppelganger 
hubs during the last step. [12] devised a novel Sybil Observe Improved 
Privacy-Aware Savvy upbeat technique for Sybil ambushes in remote 
sensing systems for detective work. Sybil’s death was announced 
in three stages. The leading organization was the first step. Secure 
communication was the first stage, and Sybil hub differentiating proof 
was the last. The device hub’s neighbourhood information was used. 
[13] devised a method for investigating Sybil’s attacks. The instructed 
convention enabled communication between the cluster’s device hubs. 
The strategy was created specifically to aid in administering quality 
confinement in remote device systems. [14] unquestionable a method of 
dealing with a denial-of-sleep ambush This system was made using the 
Hopfield neural organize framework, which was created by combining 
the firefly calculation with the Hopfield neural organize framework. 
To detect denial-of-sleep attacks, the moveable plunge technique 
was combined with the neural arrangement. [15] provided a visual 
representation of the various techniques for detective work doppelganger 
hub attacks mentioned in the article. For comparison, each theoretical 
and informative study was provided. The difficulties and obstacles of 
detective work doppelganger attacks in remote device systems were 
discussed in this study. [16] devised a new method for detecting low-rate 
profit dissent attacks in remote device systems. This convention was 
made possible by the Hilbert Huang change. The non-linear activity flag 
data was analyzed and used to distinguish low-rate denial-of-service 
attacks. [17] Indisputable associate degree RSA-based technique for 
denial-of-sleep attacks in detective work. This paper proposes a novel 
associate degree interconnected structure supported by convention. This 
study used the RSA scientific discipline technique to ensure that the hubs 
stayed in the energy-saving mode. This system resulted in significant 
energy savings. For detective work, man-in-the-middle attacks, [18] 
recommended using an intermission finding approach in remote device 
systems. Signature action checking was commonly used to identify 
the attack, which employed three distinct methods. The situation and 
block plots, the categorization conspiracies, and the framework inquiry 
plot were among these plots. To distinguish profit-risk rejection, [19] 
used standard reliance estimators. This innovation was created for 
remote sensing element systems based on the Internet of Things (IoT). 
The method began with the creation of knowledge and progressed to 
incorporating placement. After the enclosed placement, the highlighted 
age arrived. Finally, datasets were used in the framework’s development 
and analysis. [20] used deep learning to distinguish profit attacks during 
this case; lightweight confirmation procedures were used. The 0.5 breeds 
protect remote sensing systems (WSNs) from doppelganger attacks. A 
multi-level copy discovery strategy that used a crossover approach was 
created using various-stages bunch computation. The HMLC strategy 
is based on a three-stage location framework, with the first evaluating 
abnormal transportable hub movement at intervals of the zone (DZ), 
the second (battery health and pseudo irregular), and the third (battery 
check and pseudo irregular) being the most important (educates 
alternative systems virtually copy). The method’s adequacy is indicated 
by security features such as a false negative, asset, coordinated universal 
time, organized capability, and site delay. According to the counselled 
calculation, the HMLC strategy is capable of detecting and neutralizing 
the counterpart’s obstructive manoeuvres. Wrongdoing is on the rise, 
and frameworks must change to keep up. It’s common knowledge 
that transmission should be protected by thorough screening at each 
restraint point.

III. Energy Proficient Wireless Sensor Network 

Intelligent health care frameworks in intelligent transportation 
systems are becoming increasingly common. IoT sensors are being 
used to provide period assistance to a wide range of patients. These 
sensors collect treatment knowledge from patients and send it to the 
cloud via various remote association strategies. The data is then saved, 
analyzed, and distributed to UN agencies that provide health care to 
the community. This study aimed to create a secure and dependable 
Web-based solution that relied on WSNs to move information between 
supply and destination junctions in a highly safe and cost-effective 
manner. The data from the person sensing element is also stored on the 
server and once verified. It should be sent to the appropriate location. 
As a result, secure knowledge sharing is crucial for connected network 
monitoring platforms. WSN security and knowledge assurance are 
two types of security imperatives.
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Fig. 1.  Block Diagram of Connected Networks. 

The IoT care system, on the other hand, is depicted in Fig. 1. The 
management unit is in charge of overseeing knowledge gathering 
and exchange. The data is then sent to the cloud over a long-distance 
medium, such as a Wi-Fi network or a 3G/4G network. Cloud data 
is communicated with servers during this time to determine their 
capability. Furthermore, information units are used to store this data 
temporarily? The information is sent from the servers to the healthcare 
framework. The recommended method assumes that the WSN display 
is identical, with N distant device hubs. Even though their location 
and arrangement are different from neighbour hubs throughout 
the T time, the prompt technique accepts the arbitrary waypoint 
show for all single hub quality. In the case of a mounted battery, the 
framework should replace dead hubs with modern moveable hubs to 
perform competent WSN activities such as police work information 
and knowledge transfer. Furthermore, every CHANNEL has agreed 
to establish each police work hub through mercantilism and deliver 
information packets containing investigation knowledge (e.g., battery, 
key, area, ID) to any or all CHANNELS. WSN hubs are always created 
clusters, with each cluster having its CH. Because CHANNEL can send 
information, link with other CHANNELS, and prepare information 
before transmission, the duty of doppelganger location in WSNs is 
determined by CHANNEL capability. As a result, selecting a conveyable 
hub that can meet the on-top criterion is critical. This research expects 
the following highlights for curve-based cluster preparation: 

1. To perform the tasks, the CHANNEL should be required to have a 
high battery level.

2. A CHANNEL should be explicit in a WSN for high-level network 
and coverage. 

3. The chosen CH should be placed near the Stating terminal during 
preparation.

4. The CH is time-stamped for the chosen space interim. 
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In an Associate in Nursing IoT-based WSN, clusters are managed 
in R-radius rings. In general, cluster methodology is used in a very 
WSN to extend the network’s life. It uses sustaining and assembling 
techniques for CHANNEL selection at every stage of the discovery 
process. As a result, the tasks of CH are handled by a single distant 
device hub. The rest of the hub’s functions, on the other hand, are 
incapacity of group allies. CH establishes contact with hub personnel 
and relays information to the Starting Terminal. It is divided into two 
parts: structure and adjustment—cluster and CH are provided in the 
first stage. The hubs have total control over the CH. The allotted CH 
sends the message due to the mistreatment of the SC-VFS computation. 
Moveable hubs select the conglomeration controller using the rigid 
Gotten Flag Quality Sign. The CH creates a Time Division Multiple 
Access position file for its hubs and assigns a time-defined house to 
each hub after gathering information and communicating with the 
cluster. The instant stage begins when you select the cluster and CH. By 
spreading openings in proportion to the amount, device hubs establish 
steady-state associations with CH. Moveable hubs, on the other hand, 
are dormant. CH can begin transferring knowledge to BS once all data 
from all coupled junctions has been gathered. The majority of previous 
work on WSN transmittal for leap scope has supported a direct-
route arrangement bend. In some cases, a rule-based layout reduces 
the difficulty and leads to the most efficient resolution. Examine the 
circumstances in which a rule-based transmission fails for the primary 
time stress, indicating the need for a spiral-dependent mode.

A. Doppelganger Assault in Remote Sensor Arrangement
A wireless device network is vulnerable to various threats (WSN). 

The doppelganger attack is a popular type of attack. As a result, it 
employs villain device junctions that resemble natural device junctions 
and do not employ proper authorization mechanisms; as a result, this 
type of attack is difficult to detect. As a result of the fact that energy 
may be a significant constraint in IoT systems, developing methods to 
detect doppelganger attacks, as well as the mistreatment of even the 
tiniest amount of energy, could be a significant challenge.
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Fig. 2.  Shows a Doppelganger Attack on a Wireless Sensor Network.

Fig 2. depicts a doppelganger assault in a very remote detector 
configuration for a Destination-oriented Coordinated Non-cyclic 
Chart (DODAG) design. Take a look at Apple, Bag, Catch, Drag, Eject, 
Fast, and Grade, all real-life hubs. Within the arrangement, unused 
risky hub M duplicates hub B. In a very Direction-Oriented Directed 
Acyclic Graph (DODAG) system, the hubs may be composition-
independent and arrange themselves according to the desired values. 
This practicality allows nefarious hubs to quickly join the DODAG tree 
without requiring any authorization strategies. They’ll simply imitate 
a variety of different hubs in various locations. The malicious hub M 
deduces the layout of the DODAG tree and connects at the first step. 
During the first stage, the intrepid hub M sends a DODAG knowledge 
Requesting (DIS) impact message to all or any of its cousins. During 
this communication, hub B’s doppelganger identity is hidden. All 

other hubs in the arrangement acknowledge hub M in the third step by 
generating a DODAG knowledge Protest (DIO) management report. 
In the next stage, the current DODAG topology is rebuilt part M, and 
data is transmitted while the malicious hub M is displayed. During this 
method, the remote sensor’s hub M organizes a doppelganger ambush.

B. Levels of Doppelganger Assault Discovery in WSNs 
In remote detector systems for doppelganger assaults, there are 

three degrees of location. Any level of discovery could be used to 
transform an assaulted arrangement into a warranted doppelganger 
assault-free arrangement. The potency of a doppelganger assault 
determines the speed with which a harmful activity may begin within 
the organization. By obtaining the complete information from the 
memory of a hacked detector junction, including key, character, and 
communication knowledge, among other things, associate degree 
admonitory understands the constraints imposed by the detector 
junction’s unsupervised nature. An adviser could most likely duplicate 
the confiscated moveable hub and re-deploy it to the organization of 
the targeted site. The message will then use this hacked versatile hub 
to display and change the various functions. 

As a result, it’ll be hazardous if the doppelganger hub isn’t discovered 
soon. Fig..3 depicts the degrees of doppelganger assault detection in 
WSN. At the first level, repeat observation is completed. At this level, 
group controller hubs (CH) are used to track how frequently moveable 
hub teams occur. 
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Fig. 3. WSN Doppelganger Attack Detection Levels.

A doppelganger hub is detected if the worth of this repeat is less 
than a certain threshold. As a result, CH hubs detect doppelganger 
attacks at the most basic level. The battery levels of the hubs are 
verified and compared during level-2 discovery. Original hubs have 
lower battery levels than Doppelganger hubs. This frequently occurs 
since doppelganger hubs do not appear to be delivered until the first 
hubs are sent.

Furthermore, the doppelganger hubs have increased battery 
capacity, allowing for fully organized capture. If two hubs have the 
same key, the battery level in level-2 discovery is compared in this 
manner. The secret word is entered, and the hub with the highest 
battery level is used. The hub is considered a doppelganger junction if 
the watchword is incorrect.

The CH hubs relay information from the doppelganger hub to 
the level-3 website’s bottom station (BS). The doppelganger hub 
sends all information to the bottom station. The doppelganger hub 
will travel around the organization in various clusters. To prevent 
this, the Bachelor of Science distributes knowledge from the 
doppelganger junction to various cluster pioneers at the same time. 
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This doppelganger detection method is used at level three when the 
organization has completed three steps of positioning and is no longer 
vulnerable to doppelganger attacks. 

C. Steering Convention for Vitality Effective Systems (SC-VFS) 
The recommended steering convention aims to increase vitality 

production. The most disadvantage of the WSN structure is its lack of 
life. As a result, to differentiate doppelganger assaults, the computation 
should be designed to be energy economical. Consequently, the planned 
SC-VFS computation is employed as a guiding convention for steering 
knowledge using live hubs whereas avoiding doppelganger hub assaults 
with the smallest {amount} amount of vitality usage. This computation 
is given in Calculation one. Calculation one is split into three steps. 
The setup stage happens throughout the primary part. The hub 
determination stage is the moment step, whereas the consistent stage 
is the third. The recommended steering convention is meant to extend 
vitality productivity. The most disadvantage of the WSN structure is 
its restricted vitality. As a result, to spot doppelganger attacks, the 
computation should be designed so that it’s energy production.

Consequently, the recommended SC-VFS computation is employed 
as a steering convention for guiding knowledge victimization live 
hubs while avoiding doppelganger hub attacks with very little energy 
consumption. This Computation is given in Calculation-1. The 
primary calculation is split into three components. The setup stage 
happens throughout the primary part. The hub determination stage is 
the opening, followed by the steady-state determination stage.

D. SC-VFS Computation 
This study created the use of a real-world WSN hub vitality usage 

demonstration. The presentation considers info coding, transmission 
management usage, and increased handling capabilities. We tend 
to study the results of neutering clusters live on the management 
usage of a CH hub that has been unmarked in the previous analysis. 
Moreover, compression operations’ speed is considered, supported 
by the affiliation of the made information. It’s {an effect an impact 
an impression a bearing a management a sway} on a CH junction’s 
transmission control dispersion since a CH junction’s vitality request 
show is inaccurate, leading to organize overhead. To the most effective 
of my data, no preceding distributions have sufficiently cared for this 
time. Victimization is the advised approach. We tend to compute the 
vitality distribution of the group controller to work out the entire 
quantity of vitality saved. Assume that there are T sensors during a 
configuration. Assume there are n clusters in total. T/n refers to the 
quality range of hubs per cluster. Every cluster has T/n-1 hubs and a 
group controller. We tend to assume that every one of those hubs is 
distributed equally during a PQ-squared space. Contemplate the plunge 
hub, denoted by the letter atomic number 50. This hub is ready up in 
the following ways: (XSN, YSN). contemplate the subsequent scenario: the 
sender imparts the signal with c. the entire vitality for using the signals 
to broadcast by sender is indicated at that point by the equation (1): 

 (1)

Here, ESt
B,D describes the significant quantity utilized for different 

levels of energy by the sender in causation the indictive signal, Number 
of bits ‘B’ over a distance D, describes the number of bits within the 
communicated indicative signal, ES1

t describes the quantity of energy 
exhausted by the disseminator in transmitting one bit, describes 
the kind of connected vehicles in between the group controller and 
additionally the plunge junction, constitutes the whole distance 
between the group controller and additionally, the plunge junction 
and additionally the ‘r’ describes the promulgating factors. the whole 
energy spent by the receiver junction for the reception of B bits over a 
distance D is given by the equation (2): 

 (2)

Here, ESr
B,D describes the number of energies spent by the receiver 

inflicting the message B bits over a distance D, constitutes the number 
of bits at intervals the transmitted message, and ES 1

t describes the 
number of energies spent by the receiver in receiving one bit. the 
number of energies spent by the group controller for the uploading of 
the identical signals to any or all the junctions within the network is 
given by the equation (3):  

 (3)

Here, ESCH tells the number of strength spent by the group controller 
for disturbing the same signals to any or all the hubs within the 
network, ps constitutes the box size within the circulate the disturbing 
signals, λ− tells the kind of channel in between the group controller 
and also the plunge junction and D tells the whole distance between 
the group controller and also the plunge junction. ES 1

CH the number 
of energies spent by the plunge junction in gathering the distributed 
signals that are circulated by the group controller is described by the 
equation (4): 

 (4)

Here, ESS is the utilized strength by the plunge junction in catching 
the distributed signals circulated by the group controller, ps constitutes 
the box size within the circulate the disturbing signals, ES 1

S tells 
utilized strength by the plunge junction for disturbing one pack. The 
number of utilized strengths by group controller for obtaining the 
details boxes from different hubs of the controller is described by the 
equation (5): 

 (5)

Where ESCH
nodes is the utilized strength needed for the group 

controller for accepting information from group hubs, ps constitutes 
the box size within the circulate the disturbing signals, ES 1

CH tells 
utilized strength by the plunge junction for disturbing one pack and 
(Total/Number − 1) is the total range of junctions in every cluster 
excluding the cluster controller.

The average distance in between the group controller and the sole 
junctions present in that specific section is given by the equation (6): 

 (6)

Where ESCH
nodes is the average distance between the group controller 

and the sole junctions present in that specific group, (P * Q)  is the total 
area of the junction distribution and (T/N − 1) is the total range of 
junctions in every cluster excluding the cluster controller. The total 
energy drained by the group controller is given by the equation (7): 

 (7)

EDCH is the total energy radiating by the group controller, ps  
describes the box value, ES 1

CH describes the amount of energy required 
by the group controller junction in receiving a sole section and (T/N 
− 1) is the total number of junctions in each group excluding the 
group controller,   describes the type of channel in between the group 
controller and the plunge junction and D describes the total distance 
between the group controller and the plunge junction. The total 
energy radiating by the individual member of the cluster is given by 
the equation (8): 

 (8)

Here, EDnode describes the total energy drained by the individual 
member of the cluster, B describes the number of bits in the message 
sent by each junction, ES 1

node is utilized strength used for one-bit 
information sent, λ describes the type of channel in between the group 
controller and the plunge junction, D describes the total distance 
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between the group controller and the plunge junction and the σ  
describes the propagation constant. Thus, the total energy conserved 
using the proposed algorithm is given by the equation (9):

 (9)

Where Esaved  is the total energy stored using the proposed algorithm, 
EDCH is the total energy drained by the group controller, and EDnode 
describes the total energy drained by the individual member of the 
cluster. It is also represented by the equation (10): 

 (10)

Algorithm with Calculation:1
          /* Discovered Stage */
1. formatting of n clusters
2. for i=1: n
        a. cypher means a position of the cluster as Mi 
                i. For j=1: ki /* ki refers to a range of junctions within the
                   cluster i */
                ii. cypher distance of every junction from the cluster means
                   position as dij
        b. end for
3. determine initial group controller as ICHi
4. turn out the TDMA schedule
5. Transfer the group controller and TDMA schedule to every junction
6. end for     /* Junction choice part */
7. for r=1: R     /* R refers to a range of rounds */
        a. for i=1: n 
                i. For a=1: Ai /* Ai refers to a range of alive junctions */
                ii. cypher the residual energy
                iii. Send the residual energy data
        b. end for
          /* Steady-state part */
8. for i=1: n
        a. for j=1: I /*ki refers to a range of junctions within the cluster i */
        b. cypher alive junction with the highest energy as W1
        c. cypher alive junction with second highest energy as W2
        d. end for
9. Send W1 and W2 to every junction within the cluster
10. The doppelganger threat is detected average between W1 and W2     

 abnormal situation
11. Impulsive threshold stetted worth by letter (ζ)
12. letter (ζ) describes doppelganger removal
13. Re-compute the group controller supported W1 and W2
14. cypher higher than steps until Connected Networks finish
15. end for

The whole energy saved is given by Fig. 4. 

IV. Validation of Performance 

This section contains many MATLAB 2018 program results. 
The search situation necessitates using MATLAB laptop code as a 
communication and remote device tool repository. The MATLAB 
program was designed to replicate the subsequent discoveries and 
graphs. To protect Wireless networks from doppelganger attacks, 
the quick SC-VFS computation evaluates victimization’s many 
characteristics such as latency, leftover vitality, work rate, vitality 
effectiveness, and inaccuracy. WSN productivity for the IoT network 

is also boosted by group position safe leading conventions. SC-VFS 
has the potential to be a powerful clustering-based leadership system. 
Every circle, cluster and CH are chosen at random. When selecting 
CHs, the additional power of the device hubs is overlooked. WSN hubs 
with lower remaining vitality are also chosen, which impacts the setup 
process. The planned method evaluates critical viewpoints labelled as 
true or false positives. A true positive could be a doppelganger who 
was successfully identified; an untrue positive could be a doppelganger 
who was not identified. Bit by bit, the counselled risk recreation is 
administered. All of the doppelganger location aggregation occurred 
on time. Its worth indicates that as the amount is carried, real positives 
increase. The primary step is to obtain permission and distinguish 
between proof of abnormalities at cluster to characterize the hazard 
discovered due to the planned technique containing multiple steps to 
find doppelgangers. It is considered repeatable to calculate the speed 
of similitude of the outputs at entirely different times with ambiguous 
input values. The CHs can ensure alternative Centre points that they 
must be elite because of the CH for this cycle based on their choice. 
To complete this task, each CH Centre can use the advised technique 
to deliver an acceptable hail to the opposite Centre. Every CH Centre, 
every support Centre decides whether or not to assist in a startup 
and supports the focused movement of the message equipped by 
the bachelor’s degree. The group controller is chosen based on flag 
escalated premise due to the prompt response implementing the 
contemporary to a physical phenomenon. This indicates that not all 
WSN hubs are included in the cluster formation method. When the 
CHs provide total distributing controlled data, the hub closest to the 
CH decides to link the bunch, during which the CH provides the hubs 
with the most straightforward flag. After deciding which CHANNEL 
can link the gather, every hub closer to the CH should notify the CH 
that it has joined the gather as an organizing element. Every hub closer 
to the CH sends an entry bundle (JN-Request) to the CH of their choice, 
along with each junction’s and thus the CH’s IDs. The transmission of 
vital moveable hubs in the web of things systems is depicted in Fig. 
5. This diagram introduces eleven hubs that are of high quality. The 
letter BS designates the bottom station hub. Despite a wide range of 
curve-based preparation options, most recently generated inquiries 
have focused on causing straight structure. A large-scale array of 
remote sensors has been transmitted for the first time. As a result, the 
device transmission process is divided into two stages:

1. Identifying the leading device areas on the curve, 

2. Establishing a proper arrangement curve

Because of the unusual arrangement, it’s difficult to persuade the 
proper configuration bent. We usually look for the ideal situation to 
react to your address. This resulted in such a long bend in response 
to the question, and it was planned as a way for winning device 

Esaved

Fig. 4. Energy saved using proposed SC-VFS Computation. 
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transmission once the usage bend is separate steady, and still as 
a way for productive and correct device setup once it isn’t. Fig. 6 
shows the location of fifty hubs within the unique WSN structure. 
A 250-meter hub run is contained within a single quadrant. Hub one 
is the transmittal base station, while Hub two is the collection base 
station. The data bundles are sent from Hub one to Hub two. The 
data transmission pathways are depicted in Fig. 5. One of the WSN 
constraints is the energy consumption of reversible battery device 
hubs, which has an impact on the overall system’s lifespan and, as a 
result, their use in various traffic and surveillance-transport sectors, as 
well as traffic-environmental reasons. Predicting how long something 
will last in natural applications is one of the most challenging aspects 
of delivering.
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Fig. 5. Straightforward quality junctions for Connected Networks.

Lifetime addresses how to reduce device hub power usage by 
prolonging the time until one of the device hubs reaches the end of its 
life cycle. The well-being and natural suggestions are investigated to 
carry out the check. Finding device hub locations that improve scope 
and continuity is quite challenging under these circumstances. WSN 
has the most in-depth understanding of the situation. Because device 
setup and battery replacement are both resource-intensive, deploying 
WSN with as few sensors as possible while maintaining scope and 
continuity is critical.
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Fig. 6. Junction varying environment in Connected Networks.

The IoT guiding route with a flexibility path pair is shown in Fig. 
7. There are two options for non-mandatory courses, as this example 
demonstrates. The total number of bounces in this scenario is eight. 
The Base Station Transponder sends out a total of 4736 packages. A 
total of four hubs have perished due to the doppelganger assault. By 
changing the doppelganger assault to ‘1 -> 29 -> 7 -> 4 -> 22 -> 21 
-> 27 -> 2’, the directing hubs were located. Flexible hubs send the 
total number of messages during a linked network. If hubs receive and 
transmit data through messages, the total communication overhead 
in a WSN is one N, and CH should dispatch every message. The 

counselled technique has a lower overhead than earlier methods. This 
often occurs because the possible hypothesis plan is developed on a 
cluster, and each hub must provide information to CH. The number of 
totally utilized hubs is also proportional to O(N).
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Fig. 7. Selective Route-2 in Web of things.

The CH has its claim line for a comparable estimate, including data 
from all participating (i.e. N) hubs. As a result, as previously stated, the 
capability overhead for checking battery voltage is O(N); nevertheless, 
the capability overhead for a variety of esteems is O (1). (i.e., one signifies 
the settled total of checks). Consequently, the calculable capability 
overhead of the suggested technique is O. (N). The CH and hubs are 
switched off until broadcasting time is available to conserve electricity. 
The CH organization should be imposed on any hub that will be causing 
knowledge. When non-CH hubs are latched, they transmit information 
to the CH, which gathers it and sends it to the BS. As a consequence 
of the most effective strategy”> the greatest way to share information 
is to reduce organize expectancy; one knowledge transmission process 
may reduce hub vitality utilization. As a result, a method of lo wering 
takeaway using a single bounce, multi-hop, and composite organizing 
style is shown. The IoT steering route with flexibility path four is 
shown in Fig. 8. There are four options for non-mandatory courses, 
as seen in this example. The BS-Transponder receives and transmits a 
total of 5368 bundles. Consequently, a larger number of packets are sent 
more quickly in this situation. The doppelganger assault has claimed 
the lives of twenty-seven hubs. By retaining a strategic distance from 
the doppelganger assault, the steering hubs were revealed to be ‘1 -> 39 
-> 3 -> 11 -> 18 -> 21 -> 27 -> 2’.
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Fig. 8. Selective Route-4 in Web of things.

With dead hubs, the proposed SC-VFS approach achieves still 
another highly nickel-and-dime delay. By avoiding doppelganger 
attacks, the proposed approach achieves the least delay. For a fifty hubs 
victimization doppelganger attack with twenty dead hubs and ten dead 
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hubs, respectively, the latency is 1.1ms and 0.9ms. With dead hubs, our 
HMLC strategy achieves latencies of 0.85ms and 0.81ms and retains a 
strategic distance from doppelganger assaults. The proposed approach 
produces a temporal delay of zero.63ms and 0.6ms, respectively, with 
no dead hubs and no doppelganger attack. Victimization is another 
critical factor to consider; the preferred strategy for doppelganger 
localization is liveliness since counselling requires some management 
to degree and directs the WSN.

A�ack Detection Rate

Number of Nodes

0
0

0.2

0.4

0.6

0.8

1

1.2

5 10 15 20

With Clone A�ack Dead Nodes 20
With Clone A�ack Dead Nodes 10
Existing Without Clone A�ack Dead Nodes 0

Existing Routing nodes by avoiding Clone a�ack

Proposed Without Clone A�ack Dead Nodes 0

Proposed Routing nodes by avoiding Clone a�ack

25 30 35 40 45 50

Ti
m

e 
D

el
ay

 in
 m

s

Fig. 9. Time latency for Different Junctions.
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Because the number of cycles will rise, Fig. 10 displays residual 
vitality changes. With doppelganger attack, the inflated vitality is 
about 38.2 J for 2500 rounds. The HMLC approach’s increased vitality 
for an analogous 2500 rounds is forty.8J. For the 2500 cycles, the 
recommended approach produces the maximum remaining vitality of 
49.5 J. As a result, we learn that the intended approach has the least 
remaining viability.

Outturn is another crucial statistic for evaluating the productivity 
of a guiding framework. Will expanding the number of generating 
packages available at the supply hub result in output growth? On 
the other hand, more prominent groups may induce more excellent 
bundle formation rates. Consider a 100-joint setup. If there are five 
clusters and each cluster has an increment of 30 distant hubs, the 
estimated handling time for a hub to talk its information to a group 
controller associate degree log is analogous to 19- or 21 openings 
under the intended approach. If the phantom effectiveness/efficacy is 
four packets per second, one cycle will take at least 30/6 = 5-seconds 
to complete. Fig. 11 depicts the variance in output as a function of the 
number of device hubs.

The relationship between vitality efficiency and the number of 
device hubs is shown in Fig. 12. With a doppelganger assault, the vitality 

productivity for fifty hubs is almost 150.33 Mbps/Hz. Using the display 
HMLC calculation, the energy efficiency for an analogous fifty hubs is 
281.4 Mbps/Hz. For the fifty hubs, the proposed Computation has the 
highest vitality effectiveness of 401.3 Mbps/Hz. As a result, we learn that 
the suggested computation takes into account a cow vitality potency.
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As seen in Fig.13, the error rate varies depending on the number of 
device hubs. Because the number of device hubs rises, the error rate 
decreases. For a total of five device hubs, the display HMLC approach 
has a 0.06 slip rate. The intended solution has a 0.043% slip rate for an 
equal five hubs. The display and recommended frameworks blunder 
rates were 0.27, and 0.21, respectively, for ten hubs.

As a result, the error rate associated with the proposed framework 
is the lowest. As seen in Fig. 13, the error rate varies depending on the 
number of device hubs. Because the number of device hubs rises, the 
error rate decreases. For a total of five device hubs, the display HMLC 
approach has a 0.06 slip rate. The intended technique has a 0.043 
slip rate for an equivalent five hubs. The display and recommended 
frameworks had blunder rates of 0.27 and 0.21, respectively, for 
10-hubs. As a result, the error rate associated with the proposed 
framework is the lowest.

A. Benefits of the Planned Methodology 
To begin with, the intended strategy offers the benefit of police 

investigation doppelganger attacks promptly. The suggested approach 
reduces time by having a lightweight structure that uses less energy. 
Another crucial advantage is that the aggressor is isolated from the 
organization, which prevents the aggressor from becoming intrusive 
with the organization’s operations.
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V. Conclusion

We provide a novel approach for police investigation doppelganger 
attacks in remote sensing systems during this work. The various levels 
of doppelganger ambush detection were outlined. The 3 stages were: 
repeat checking, battery level detection, and information broadcast. 
Moreover, SC-VFS was designed for the vibrant -structured steering 
of bundles information related to connected networks of vehicles 
applications. The suggested approach was divided into 3 stages: setup, 
hub choosing, and consistent state. The framework was tested with 
fifty hubs placed randomly in places. In 2 items, the guiding way was 
determined: moveable path two and moveable path four. The urged 
Computation had the very best vitality effectiveness of 401.3 Mbps/
Hz for the 50 hubs. Moreover, over 10 hubs, the blunder rate for the 
conventional HMLC method, and the up-to-date SC-VFS strategy 
were committed to being 0.27 and 0.21, majorly. Consequently, the 
recommended approach obtained better vitality efficacy while having 
an all-time low error rate.
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Abstract

Since Internet of Things (IoT) has been widely used in our daily life nowadays, it is regarded as a promising and 
popular application of the Internet, and has attracted more and more attention. However, IoT is also suffered 
by some security problems which seriously affect the implementation of IoT system. Similar to traditional 
software, IoT software is always threated by many vulnerabilities, thus how to evaluate the security situation 
of IoT software chain becomes a basic requirement. In this paper, A framework of security situation awareness 
for IoT software chain is proposed, which mainly includes two processes: IoT security situation classification 
based on support vector machine and security situation awareness based on Markov game model. The proposed 
method firstly constructs a classification model using support vector machine (IoT) to automatically evaluates 
the security situation of IoT software chain. Based on the situation classification, we further proposed to 
adopt Markov model to simulate and predict the next behaviors of participants that involved in IoT system. 
Additionally, we have designed and developed a security situation awareness system for IoT software chain, the 
developed system supports the detection of typical IoT vulnerabilities and inherits more than 20 vulnerability 
detection methods, which shows great potential in IoT system protection.
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I. Introduction

WITH the wide application of the Internet and the continuous 
development of information technology, Internet and software 

are heavily involved in our daily lives [1], [2]. However, simple 
informatization and technologies can no longer satisfy people's 
requirements [3], [4], [5], so that the Internet of Things (IoT) has 
emerged at this historic moment [6], [7].

As the extension of the Internet, IoT cannot be separated from 
the support of the software chain [8], [9], and with the continuous 
development of the software chain, its security problems have become 
increasingly severe [10]. In a complex environment, the software 
chain (refers to an IoT software system that is composed of a series of 
firmware, device drivers, system software and application software) 
has become the focus of IoT security [1], [6]. Especially in battlefield 
environment, the security of the IoT software chain can often affect 
the evolution of a war, and even determine its outcome [11], [12].

The security situation awareness [13], [14], [15] is built on an 
effective vulnerability classification method and some mature dynamic 
security enhancement technologies. Security situation awareness is 
regarded as a process of cognition of the system security status [13]. 
There are some commonly used technologies to support this process, 
including the fusion processing of original data measured from the 

system [16], the extraction of the background status and activity 
semantics [17], the identification of various network activities and 
abnormalities [18]. According to the above methods, the system’s 
security status  could be greatly learned. However, for IoT software 
chain, these works could not be simply implemented due to the 
complexity of the IoT environment [7], [19], [20]. An IoT system 
always accessed by many devices of different types. they may use 
different communication protocols, different information formats and 
have different behaviors. Apparently, it is very hard to summarize and 
analyze a large amount of collected information, so that the security 
situation awareness for IoT system is a challenging and worthwhile 
topic [21], [22], [23].

 In this paper, we propose to implement Markov game model 
[24], [25], [26] with support vector machine (SVM) [27], [28], [29] to 
realize the security situation awareness of the IoT software chain, aim 
at analyzing and understanding the security-related elements of IoT 
software system, thus to perceive current security status and predict 
future security situation. The Markov game model is established by 
game theory, and has been long implemented in network security. 
Markov game model simulates the possible behaviors and analyze 
the rewards of the behaviors to address the attack defense problem, 
thus obtaining optimal strategy. Different as the Markov game model 
implementation in network security, IoT software chain contains many 
real device nodes. To be specific, it is to detect, extract, understand, 
evaluate, and predict the security elements that affect the IoT software 
chain. Note that the “situation” reflects the possible development 
tendency and complex software environments which formed by the 
interaction of various system conditions, rather than a certain system 
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condition or phenomenon. Commonly, the situation consists of two 
parts, one is the “state”, which refers to the overall current status 
quo, obtained by evaluating the information and incidents, thus 
determining the authenticity, type, characteristic and hazard of an 
attack. Another part is “tendency”, which to the overall development 
trend. We conduct an in-depth analysis of the attack incidents within 
a unit of time to find out the various stages and steps of an attack. 
With the Markov game model, many behaviors in the IoT network 
could be greatly quantified, thus to select the best solution according 
to established rules, so that the evolution trend of both the offensive 
and defensive could be predicted, thereby improving the security of 
the IoT software chain.

The main contribution of our research is twofold:

(1) We have proposed an IoT security situation awareness method 
within two parts. We first utilize SVM to classify multiple security 
situations. And then, based on the security classification method, 
we have further proposed to use Markov game model to simulate 
three participants and predict their next behaviors in IoT system. 

(2) The proposed two methods above are integrated to develop 
a useable system to perceive the security situation of the IoT 
software chain and provide guidance.

The remainder of this paper is organized following: The research 
background and the related work of security situation awareness is 
presented in Section II. Section III serves to introduce the framework 
of the proposed method, and detail the specific process of 1) IoT 
security situation classification based on support vector machine 
and 2) security situation awareness based on Markov game model. 
Additionally, Section III also describes the module designs and 
deployment. The experiments and results are discussed in Section VI. 
Finally, we have the conclusion in Section V.

II. Background and Related Work

The security issues of the IoT have received extensive attention 
from the research community and have been resolved at different 
levels. Yang et al. [30] investigated the security and privacy issues of 
the IoT and they emphasized the limitations of applying security in 
IoT devices. Also, they summarized the classification of IoT attacks 
(such as physical attacks, remote attacks, local attacks, etc.). Moreover, 
they analyze different levels of IoT security issues and propose 
corresponding solutions. Kumar et al. [31] discussed the security issues 
at each layer of the IoT three-tier architecture, and investigated most 
of the security flaws, which are caused by various communication 
technologies used in wireless sensor networks. In order to ensure 
that only legitimate users are controlled and authorized, Kalam et al. 
[32] proposed an authorized access model as a security framework for 
IoT. However, current research on IoT security does not pay enough 
attention to software chain. Since IoT is more vulnerable to attacks, 
especially in a confrontational environment. Therefore, the security 
threats detection, threats addressing, and security strengthen for IoT 
software chain matter significantly nowadays.

The concept of cyberspace situation awareness was first proposed 
by Bass et al. [33], and they had pointed out that “fusion-based network 
situation awareness” will surely become the discovery of the development 
of network management. After that, Endsley et al. [34] gave a definition 
of the network security situation, believing that it includes acquiring, 
understanding and displaying of security elements which significantly 
influence on network situation, and future trends prediction, in a large-
scale network environment. Franke et al. [35] regarded cyber security 
situation awareness as a subset of situation awareness, which mainly 
focuses on network security according to IDS alerts and vulnerability 
information. Network security situation awareness commonly applies 

some situation awareness methods to network security [36], enabling 
personnel to have a macro grasp of the security status of the entire 
network in a dynamically changing environment, and to provide 
decision-making support for senior managers.

Current researches [14], [37], [38] on cyber security situation 
awareness mainly focus on three levels, including situation perception, 
situation comprehension, and situation projection. Situation awareness 
identifies all activities in a system (including attack activities) and 
their features and characteristics. The related methods can be roughly 
classified into two categories according to whether prior knowledge 
is used. For situation understanding [39], it identifies attack activities 
and their characteristics. Additionally, by analyzing the semantics 
relationships of attack activities, situation understanding could infer 
the attacker’s intentions. Currently, situation understanding mainly 
starts from two aspects [39], that is, attack behavior prediction and 
attack purpose understanding. The purpose of situation projection is 
to assess the hazard and the potential threats that have appeared to 
the managed network based on the identified attack activities. Current 
researches [40], [41] commonly concentrate upon knowledge-based 
reasoning situation projection, situation projection based on statistical 
analysis and gray-scale theoretical situation projection.

There are still many challenges to the network security situation 
awareness [42], such as the fusion of massive heterogeneous 
measurement data, activity identification under incomplete 
information conditions, semantic calculation of network activities, 
visualization of network situation, and network security collaboration 
of situation awareness etc.

III. Approach

In a complex environment, changes in the IoT software chain at 
any time may affect the entire security situation. In this paper, we 
propose an IoT security situation awareness technology based on 
the Markov game model with support vector machine (SVM). By 
assessing the current state of the IoT software chain and evaluating 
participants’ behaviors, the proposed approach can provide useful 
guidance for users.

A. Framework
The framework of our method is shown in Fig. 1, includes two 

main procedures: IoT security situation classification based on support 
vector machine and security situation awareness based on Markov 
game model. 

Three-party simulation

Vulnerability
classification

Security situation of
IoT so�ware chain

Security situation
classification based

on SVM

Calculate the profit of
the three-party

Markov game model
construction

Defender NeutralityA�acker

Security situation
awareness

Fig. 1. Framework of the proposed method.
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Commonly, there are often three objects in the game model, namely 
“attacker”, “defender”, and “user”. The attacker’s purpose is to attack the 
vulnerability of the system and cause the IoT system to malfunction or 
even destroy. While the defender implements reinforcement schemes 
to improve system security and reduce the damage caused by potential 
threats. For users, they are about the status of the IoT system. 

We firstly construct a classifier to automatically classify the security 
situation based on SVM. After that, in the simulation game, we record 
the state of the IoT software chain at different times. At the same time, 
we calculate the probability of what actions the participants may take, 
based on the state changes caused by different behaviors. Finally, we 
calculate the benefits of the three parties in the game under different 
strategies. After completing the above steps, the Markov game model 
can be constructed to learn threats to the IoT systems, thus the 
defenders can draw up the best reinforcement scheme.

B. IoT Security Situation Classification Based on Support Vector 
Machine

1. Security Situation Classification
The IoT security situation classification is constructed based on 

vulnerabilities analysis of the IoT software chain. Specifically, we first 
conduct an in-depth analysis of the threats or vulnerabilities in IoT 
software chain, and classify them into some categories. After that, 
by referring to the national response plan for public emergencies, 
the security of the IoT software chain is classified into 5 levels 
according to the characteristics, hazards, and the status changes of the 
vulnerabilities in a IoT software chain. For convenience, the security 
situation of IoT software chain is quantitative described ranging from 
0 to 1. The detailed classification is shown in Table I.

TABLE I. Classification of IoT Security Situation

Security score Security level Description

0.0~0.2 safe

The entire software chain is 
operating normally, no threat 
behavior that beyond perception, 
no severe vulnerabilities.

0.2~0.4 mild danger

The overall operation of the 
software chain is slightly affected 
by a few vulnerabilities, the 
malicious behaviors are a little 
active.

0.4~0.6 danger

The software chain is affected, with 
some security vulnerabilities in a 
higher threat level. And it has a 
high possibility that causes major 
damage.

0.6~0.8 severe danger

A large scale of serious attack 
has been found in the software 
chain, along with many security 
vulnerabilities, and the malicious 
behaviors are active.

0.8~1 extreme danger

The software chain has been 
severely damaged, malicious 
attacks are very active, which 
could cause a variety of service 
interruptions and endanger critical 
infrastructure.

2. SVM Implementation
To better realize the security situation awareness of IoT software 

chain, the SVM is additionally adopted in our method. In practice, we 
utilize SVM to classify the security level of   security situations under 
different cases (different vulnerabilities and threats). The specific 
process is shown in Fig. 2.

Start

IoT security data 
acquiring

Data preprocessing

Data item labeling

Traning/Evaluating

SVM training
SVM classification

Get situation level

End

Fig. 2. The SVM implementation in IoT security situation classification.

The guided information for IoT security situation awareness is 
acquired from Snort’s intrusion detection system, firewall and X-Scan 
vulnerabilities, which are detailed as follows.

Snort data item. Snort is a real-time traffic analysis tool based on 
libpcap, which can effectively record IP data packets. The acquired 
data are: activity, protocol, source, destination address, destination 
port, generation time of alarm and alarm level, etc.

Firewall data item. The firewall can record the network 
communication between internal and external networks, and 
effectively protecting the internal network. The acquired data are: 
source and destination addresses, destination ports, protocol type, 
duration, sent bytes, received bytes, and behavior, etc.

X-Scan data items. X-Scan mainly performs vulnerability scanning 
and security level assessment. The following data are acquired by 
scanning the specified IP, that is, the type and version of operating 
system, port status, port BANNER, CGI vulnerability, IIS vulnerability, 
and RPC vulnerability etc.

Due to the complexity of the IoT software chain, the acquired 
data may be complex or have diverse characteristics. Therefore, the 
following indexes are added below to better determine the security 
situation of IoT system.

Continuous alarm time. Suppose that at time t the alarm is 
alerted, and suspended until t+n time, the continuous alarm time is 
defined as Equation(1): 

 (1)

where n is a continuous time interval,  is the alarm information 
captured by Snort at time i,  represents the operational alarm 
behavior captured by the firewall at time i, and  is the vulnerability 
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alarm information captured by X-Scan at time i. The addressing range 
of n is [0, +∞], if on alarm is captured, n is set as 0.

Vulnerability risk value. Suppose that in a fixed time period 
s, the sequence of vulnerabilities captured from the detection is 

, and the risk that the vulnerability may be 
exploited in s is , then the vulnerability risk value 
is defined as:

 (2)

where m is the amount of network data captured, and Wi is the 
damage level of vulnerability form Ln in the captured network data.

For convenience, we normalize all the above training data to [0,1], 
using the following formula:

 (3)

where Di is the captured data.

Based on the preprocessed data, the SVM can be easily adopted to 
realize the IoT security situation classification with gaussian kernel 
function. But a simple two class model cannot meet our requirement 
because the security situation level is classified into 5 levels in our 
approach. Hence, we adopt a one-against-one strategy for the 
implementation. To be specific, we utilize multiple two-class SVM 
classifiers for every two levels respectively and get the corresponding 
score. Finally, the level of IoT security situation will be classified 
according to the sum score. 

In summary, the classification of IoT security situation with 
SVM mainly includes three procedures: security data acquiring, 
data preprocessing and the training and classification of SVM. The 
algorithm description is given as Algorithm 1.

Algorithm 1. IoT security situation classification with SVM

Inputs.  IoT security data

Output. The level of IoT security situation.

1. Acquire the security data from IoT software chain;

2. Preprocess the acquired data;

3. Obtain the needed data item and index value;

4. Classify the IoT security situation using SVM;
5. Output the security level of IoT system.

C. Security Situation Awareness Based on Markov Game Model

1. Construction of the Markov Game Model
The Markov game model is built on the game theory and Markov 

decision process (MDP). The former refers to the theory of how to 
make decisions under the interaction of multiple participants, while 
the latter is to make decision from the available behavior set based 
on the observed information (or state). Although the next state may 
be random, but the state transition is traceable according to Markov 
probability. Simply, the next state is only related to the current 
moment. In our approach, we have fully considered the impact of the 
behaviors of both attackers and defenders, and adopted the two-role 
Markov game analysis for security assessment, so that the potential 
threats can be dynamically analyzed.

Here, we list the basic components of Markov game model as 
following:

Participants. Participants are classified into three camps, that is, 
attacker, defender and user. The attacker conducts malicious attacks to 
make the IoT software chain disabled, while the defender implements 

security reinforcement solutions to reduce the vulnerability of the 
system, thereby improving the security of the IoT software chain. The 
user only uses the equipment, but does not care about the security issues.

Situation space. All possible situations in the IoT software chain 
constitute the situation space.

Behavior space. The behavior space is constituted by all the 
possible behaviors of the three participants. 

Transition probability. With the evolution (caused by 
participants’ behaviors) of IoT system, the situation is constantly 
changing. According to the transitions and the security evaluation of 
the IoT system, all participants may choose corresponding behaviors 
from the behavior space, with a probability.

Reward function. It refers the gains of all participants. Since the 
purpose of the attacker is to cause maximum damage to the system, 
its reward is expressed in terms of damage to the system; The purpose 
of the defender is to enhance the security of IoT system, the reward 
is expressed by the damage that the administrator can reduce after 
taking security actions; For users, their requirement is to get sufficient 
network resources, so the reward is expressed by the degree of 
utilization of system services.

2. The Markov Game Process
The game process means that all participants select a behavior from 

the behavior space according to the current state of the system, and 
then the system transfers to a new state. Subsequently, the participants 
need to make decisions based on the new state. This process is repeated 
until the preset condition is satisfied. In other words, at any time, 
for a certain threat, the three participants choose the corresponding 
behavior and get their rewards.

At a given moment and for a certain threat t, the three participants 
choose their own behavior strategy, and get their rewards, respectively. 
In our method, the reward that each part will obtain is described as a 
reward function. The purpose of each participant is to maximize the 
reward function, this process is quantitatively described as:

 (4)

where Si(k) is the state of the i-th propagation node at time k; ej(k) 
is the state of the j-th propagation path at time k. Simply,  TPN(t, k+1) 
is the system state at time k+1, and the state change of the system 
follows the Markov rule. For attackers, they need to analyze which 
type of t belongs and consider that how to utilize this threat could get 
the most reward. Then, they could adopt some malicious behaviors. 
For the defensive side, the administrator’s implementation of security 
measures on node i will bring about two impacts: 1) reducing the 
damage of threats t that affect the IoT software chain. 2) reducing the 
impact on system availability, that is, the impact of security plan on 
the availability of node i, which is described as: 

  (5)

where ∆ρai is the number of changes in node utilization 
performance, measured by the node utilization value before the 
security enhancement is implemented and the after value; and 
valueai represents the availability of node i. For users, their reward is 
measured by the sum of the use ratio of N nodes and the amount of M 
utilization path.

For example, suppose that there are 4 nodes in the IoT software 
chain, and the threat’s propagation path is shown in Fig. 3. Initially, at 
time k, only node 1 detects the threat, and the system situation danger 
level reaches mild danger. Subsequently, at k+1 time, the threat spreads 
to node 3. So that the defender implements a reinforcement plan for 
node 3 according to the transmission route. If the reinforcement fails, 
node 3 is successfully infected and the system situation level reaches 
general danger. Otherwise, node 3 is not infected, and the system 
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situation level is still in mild danger. At k+2 time, under the case that 
node 3 is successfully infected, the threat continues to spread to nodes 
2 and 4. At this time, if the defender chooses to reinforce node 1 but 
the reinforcement fails, the entire IoT software chain is completely 
infected, with a severely dangerous system situation. The defender 
needs to consider whether to turn off the system. If node 3 is safe, the 
defender only needs to implement reinforcement plan on node 1. If it 
succeeds, the entire system is in a safe condition.

Finally, the system constantly evolutes as the above process. For a 
finite-step (K-step) game process, from time k to time k+K, the states 
in different times forms a tree structure, and each path from the root 
node to the leaf node is a possible evolution, with the total rewards of 
all participants.

In summary, the IoT security situation awareness mainly includes 
three procedures: data processing, threat propagation network 
construction and IoT security evaluation based on Markov game 
model. The process is given as Algorithm 2.

Algorithm 2. IoT security situation awareness based on Markov 
game model.

Inputs.  IoT security data

Output. The IoT security situation.

1. Preprocess the IoT security data;

2. Construct the threat propagation network for each threat t based 
on the security information;

3. According to the threat propagation network, construct a Markov 
game model for t, and the security situation of t is calculated;

4. Analyze the best reinforcement plan for the defender to deal with 
the threat of t;

5. Sum up the damage of all threats, and evaluate the overall 
security situation of the IoT software chain based on different 
requirements.

D. Module Designs and Deployment

1. Framework
In this paper, we design a practical system of the security situation 

awareness for IoT software chain as shown in Fig. 4. The system 
consists of a database, an interface for users and 5 main modules, 
including data acquisition module, situation analysis module, situation 
assessment module, security enhancement module and situation 
prediction module. We will detail these main modules below.

User interface

Data
acquisition

module

Situation
analysis module

Situation
assessment

module

Situation
prediction

module
Security

enhancement
module

Database

Fig. 4. Framework of the proposed system.

2. Data Acquisition Module
The data acquisition module obtains various data such as the status 

of the IoT system, the security threats faced and other security-related 
data through some automatic tools in the IoT software chain. These 
data will be stored in the database, and the invalid data will be cleaned 
up regularly.
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Fig. 3. The Markov game process.
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3. Situation Analysis Module
The situation analysis module is actually a process of analyzing and 

standardizing the collected data. This is because the obtained data from 
the data acquisition module cannot be directly used as the input of 
subsequent modules. This module uses such as standardized analysis, 
redundancy detection, and conflict detection methods to analyze the 
original data, thus obtaining a standardized data set.

4. Situation Assessment Module
After getting standardized data, these data will be input to our 

proposed SVM-based security situation classification method to 
conduct security situation assessment by 1) analyzing the data from 
the situation analysis module 2) and the security situation awareness 
technology based on the Markov game model. Therefore, the security 
situation of the IoT system can be quantitatively described.

5. Situation Prediction Module
The situation prediction module adopts a situation prediction 

algorithm, based on the current security situation and the threats 
faced from the IoT system. Then it analyzes the law of changes in the 
situation, thus to predicts the tendency of the security situation of the 
IoT software chain.

6. Security Enhancement Module
The purpose of security enhancement module is to generate the 

reasonable security reinforcement plan for users. According to the 
predicted security situation tendency, and analyzing the weakest node 
of the IoT software chain, this module finally provides a reinforcement 
plan to advice the administrator to improve the security of the system.

IV.  Implementation and Results

A. Running Environment
We have deployed our system with two proposed methods on a 

computer equipped with i7 CPU in 3.8GHz, RAM 32-GB, the used 
operation system is Window 11 Home.

B. Results and Analysis
Based on the above proposed methods, we have developed a security 

situation awareness system for IoT software chain. To evaluate the 
effectiveness of our approach, we deployed the system on a complex 
project and monitor the attacks on the IoT software chain of the target 
project. The detailed security information is shown in Table II.

In practice, our system supports the detection of typical IoT 
vulnerabilities and inherits more than 20 vulnerability detection 
methods, so that it can effectively detect various vulnerabilities and 
realize the security situation awareness.

C. Threat to Validity
At present, the proposed security situation awareness system for 

IoT software chain is still in preliminary exploration. Here, we discuss 
the threat to validity to our work.

Since the acquired security data are from different ways, we have 
normalized these data into a suitable format that can be used by SVM. 
But this process involves manual effort, which means, it may bring in 
some risks of human mistakes.

The second threat is that we need to choose a kernel function for 
SVM classification, different kernel function may produce different 
outcomes. We still need to learn how to reasonably choose a suitable 
kernel function. 

Additionally, in our experiment, the used data set is too small, which 
directly affects the experimental outcomes and maybe not sufficient to 

provide convincing evaluation. We will look for some large-scale data 
set and conduct corresponding evaluations in the future.  

TABLE II. Security Information Under Evaluation

Type of  
vulnerability

Attack
description

CWE 
ID

Number of
test cases

Time-related 
vulnerability

Race condition attack 366 38
Competitive hazard attack 364 20

Environment-related 
vulnerability

Usage after memory is released 416 522
Type obfuscation attack 400 904
Uninitialized conditions 176 83

Buffer overflow 457 981
Other types 121 909

Security designing 
flaw

Other types 464 80

Hardware 
vulnerabilities

Other types 506 160

Memory-related 
vulnerability

Integer overflow 369 904

Logical-related 
vulnerabilities

Other types 404 626

Digital-related 
vulnerability

Uninitialized conditions 459 38
Buffer overflow 122 920

Trigger vulnerability

Other types 510 72
Type obfuscation attack 681 56
Uninitialized conditions 665 316

Buffer overflow 680 938

V. Conclusion and Future Work

The security of the IoT software chain no doubt affects the activities 
of the entire IoT system, especially in a complex environment. To 
provide more useful information for administrators and enhance the 
security of IoT system, in this paper, we have proposed a security 
situation awareness method for IoT software chain, and construct a 
Markov game model to simulate behaviors of attackers, defensives and 
users in the complex IoT application environment. Then the obtained 
security information is used to calculate the gains and losses of the 
three participants in the game, thus to evaluate the current security 
situation IoT system and predict the security situation in next stage. In 
order to improve the practical effect of the proposed security situation 
awareness, the SVM is adopted to pre-classify the security situation 
of the IoT system. Additionally, we have designed and implemented 
an IoT security situation awareness system that integrates 5 modules 
with different functions.

In fact, the current work still needs to be expanded. For example, 
we use SVM to classify the security situation, at this stage, introducing 
other more advanced models (such as neural network) can improve 
the classification accuracy and further improving the effectiveness of 
the proposed method.
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Abstract

The integration of agricultural Internet of Things (IoT) and blockchain has become the key technology of 
precision agriculture. How to protect data privacy and security from data source is one of the difficult issues in 
agricultural IoT research. This work integrates cryptography, blockchain and Interplanetary File System(IPFS) 
technologies, and proposes a general IoT blockchain terminal system architecture, which strongly supports 
the integration of the IoT and blockchain technology. This research innovatively designed a fine-grained and 
flexible terminal data access control scheme based on the ciphertext-policy attribute-based encryption(CP-ABE) 
algorithm. Based on CP-ABE and DES algorithms, a hybrid data encryption scheme is designed to realize 1-to-N 
encrypted data sharing. A "horizontal + vertical" IoT data segmentation scheme under blockchain technology 
is proposed to realize the classified release of different types of data on the blockchain. The experimental 
results show that the design scheme can ensure data access control security, privacy data confidentiality, and 
data high-availability security. This solution significantly reduces the complexity of key management, can 
realize efficient sharing of encrypted data, flexibly set access control strategies, and has the ability to store 
large data files in the agricultural IoT.
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I. Introduction

As the key technology of agricultural informatization, agricultural 
IoT has made enough and outstanding achievements all over 

the world. Nevertheless, the traditional agricultural IoT that uses 
a centralized storage architecture is facing problems such as data 
privacy leakage, data tampering, data untrusted and so on. The 
decentralization, non-tampering and traceability of blockchain provide 
new technologies and new ideas for the development of agricultural 
informatization and IoT, making it rapidly become an important 
technology in many applications of precision agriculture [1].

On the whole, the integrated application of blockchain and IoT 
technology has become a new research hotspot in the field of agricultural 
information. As a distributed ledger, each node of blockchain stores 
complete ledger data. How to ensure the security and privacy of the 
data stored in the ledger is a topic that cannot be bypassed by the 

research and application of blockchain technology. Unauthorized 
access to IoT devices can cause serious privacy and security issues, 
and has become a major challenge hindering the widespread adoption 
of IoT technology [2]. Agricultural IoT terminal is an important source 
of agricultural data, and its privacy protection and access control are 
very important for the data security management of the whole life 
cycle of Agricultural IoT. How to protect the privacy and security of 
agricultural data from the data source is the starting point and goal of 
this research.

This work is dedicated to the technical integration of blockchain and 
IoT. Through the introduction of cryptography technology, we design 
a data encryption and access control scheme suitable for IoT terminals, 
and finally design a secure and trusted agricultural IoT blockchain 
terminal. The main contributions of this paper are as follows:

1. A system architecture of a universal IoT blockchain terminal based 
on cryptography, blockchain and IPFS technology is proposed. 
It inherits the advantages of the traditional Internet of Things 
terminal, and at the same time has the technical characteristics 
of directly acting as a blockchain and IPFS node. Make it an 
effective carrier for the integrated application of blockchain and 
the Internet of Things.
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2. Based on the ciphertext-policy attribute-based encryption(CP-
ABE) algorithm, a fine-grained and flexible terminal data access 
control scheme is designed. The innovative use of the IoT terminal 
as an effective means of data access control realizes the binding 
of data access control and data collection equipment. At the same 
time, the experimental results show that the scheme will not affect 
the storage efficiency of blockchain data.

3. A hybrid data encryption scheme is designed. With the help of 
the fine-grained access control scheme designed in this paper, 
it can not only realize 1-to-N encrypted data sharing, but also 
significantly reduce the complexity of key management.

4. A "horizontal + vertical" segmentation plan for IoT data is 
proposed.Combining the hybrid data encryption scheme and IPFS 
storage proposed in this paper, it realizes the efficient storage, 
security and trusted fine-grained authorized access of IoT data.

The following organizational structure of this paper is: Section II 
summarizes the related works of this work; section III briefly introduces 
the two key technologies used in this paper; section IV designs and 
proposes the architecture, data access control, data segmentation and 
privacy protection schemes of the secure and trusted agricultural 
Internet of Things data terminal, and further introduces the algorithm 
designed in this paper; section V describes the experiment. According 
to the experimental results, the advantages of this design scheme are 
systematically analyzed from two aspects of security and performance; 
section VI gives the conclusion of this paper.

II. Related Works

A. Blockchain and Agricultural IoT
Recent studies have conducted a comprehensive investigation on 

the blockchain and the IoT in precision agriculture, and proposed a 
new blockchain model [1]. The security of equipment in precision 
agriculture is a key issue of the IoT, and the integration of blockchain 
and IoT technology can provide a new solution to this problem [2]. 
The agricultural IoT is more vulnerable to attacks than other industrial 
scenarios. Based on the blockchain and IoT technology, a new identity 
verification and key management scheme is designed, called AKMS-
AgriIoT [3], in which encryption and verification are made by the 
General Satellite Service (GSS) is completed and submitted to the 
blockchain system. The use of limited-function sensing devices in the 
IoT as a reliable data source for the blockchain has been studied, and it is 
believed that the integration of blockchain and IoT can be applied to the 
agricultural production process [4]. In the process of pre production and 
post production of agriculture, through the integration of blockchain, 
smart contracts and IoT devices, trust has been established between 
all parties and a fully automated process has been completed [5]. The 
traditional fish farm system and the Hyperledger Fabric blockchain 
can perform Integration [6], the device client uses embedded hardware 
such as Raspberry Pi and Arduino to communicate with the traditional 
fish farm system and the blockchain. As a super node [7], Raspberry 
Pi 3B can safely process and aggregate field data and push it to the 
blockchain ledger. In precision agriculture applications, it is believed 
that every IoT node can interact with the ledger and directly record 
data on the ledger [7]. In the agricultural supply chain system, the 
Fabric with IPFS is used. It can effectively promote the construction 
of quality traceability system of agricultural products supply chain 
[8]. The design of agricultural product supply chain scheme based 
on blockchain should ensure that data encryption storage is safe and 
reliable, the transaction records can be traced, queried and appealed, 
and private data is owned by each participant [9].

It can be seen that blockchain and agricultural IoT have been widely 
studied from theory to technology. However, the above research in 

agricultural IoT focuses on the integration of the two, and there is no 
clear scheme for data sharing, access control and privacy protection in 
blockchain. In particular, how to realize data privacy protection and 
access control on the device side of the IoT is the starting point and 
goal of this paper. 

B. Blockchain Data Sharing and Access Control
Hyperledger blockchain is dedicated to providing brand new 

solutions for data security and privacy protection [10],[11]. A Secure 
and Reliable Traceability System for Agricultural Products Powered 
by Permissioned BlockChain Technology is proposed, and the fine-
grained authorized access and agricultural product quality and safety 
traceability mechanism under the CP-ABE algorithm is discussed [12]. 
HyperLedger fabric has been used in the pharmaceutical traceability 
system [13]. Jemel et al. [14] and Huang Sui et al. [15] discussed data 
sharing methods based on blockchain and CP-ABE technology. Wang 
Xiuli et al. [16] proposed data access control and sharing model using 
ABE for fine-grained access control and secure sharing. Based on 
ABAC and blockchain, Zhang et al. [17] use access trees to configure 
access policies to enable fine-grained authorized access to IoT devices. 
However, the IoT devices need to use the blockchain proxy node to 
interact with the blockchain ledger, and there is a risk of data being 
tampered with at the collection end.

C. Block Data Encryption and Privacy Protection
Data confidentiality is a prerequisite for ensuring data security. 

The security of block (ledger) data is mainly guaranteed by encrypting 
transaction data with encryption algorithm, and its access rights 
should also be considered. CP-ABE algorithm has been used in 
blockchain system to realize flexible data authorization access [18]. 
To support more flexible public key generation, Sahai and Waters [19] 
first proposed an Attribute-based Encryption (ABE) scheme, which 
uses a set of attributes rather than a unique identifier to identify the 
identity. ABE is a kind of fine-grained 1-to-N encryption scheme.

Further research has proposed the key-policy Attribute-based 
Encryption (KP-ABE) [20] and the ciphertext-policy Attribute-
based Encryption (CP-ABE) [21]. KP-ABE embeds the policy into 
the encryption key and the attributes into the ciphertext. CP-ABE 
embeds the policy into the ciphertext and the attributes into the 
user key. The common feature of both is that the encryption and 
decryption of data are bound to the access policy, and only when 
the attributes in the attribute set can satisfy the access structure can 
the data be decrypted . Fine-grained access control can be achieved 
while retaining cryptographic control. However, the application 
scenarios of the two are different. The KP-ABE scheme stores the 
encrypted ciphertext on the server.It assigns a specific access policy 
to the user when access is granted, commonly used for paid video 
sites, log encryption management,etc. In the CP-ABE scheme, as long 
as it has corresponding attributes and satisfies its logical relationship, 
ciphertext data can be automatically decrypted, which is more suitable 
for one-time encryption and multiple authorized private data sharing, 
such as encrypted data sharing in cloud storage.

Symmetric encryption system has the characteristics of fast speed 
and shared keys between encryption and decryption parties. Although 
it can also be used for blockchain data encryption, with the increasing 
complexity of business transactions between organizations and the 
dynamic change of the number of organizations, key distribution and 
management will become more and more complex. Moreover, there 
will be problems such as key leakage and multiple encryption.

In view of the above analysis, this article uses the CP-ABE algorithm 
and the symmetric encryption DES algorithm to design a hybrid 
encryption scheme suitable for IoT terminals. It can encrypt sensitive 
data collected by IoT terminals and perform flexible access control on 
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data on the chain. While ensuring data security, the complexity of key 
management is further reduced.

III. Preliminaries

A. CP-ABE
The data in the blockchain ledger is shared to the all nodes of 

blockchain, and is easily accessed illegally. The CP-ABE scheme sets 
access control policies based on data attributes and is used for data 
encryption. Anyone who has the attributes in the access control policy 
and satisfies the logical relationship can decrypt the data. Because it 
doesn’t care about specific users at all, it has more flexibility in access 
control. Therefore, this paper introduces the CP-ABE algorithm to 
guarantee data confidentiality and authorized access control of the 
data sharer. It realizes the unification of ownership and control of data 
in blockchain.

The CP-ABE encryption algorithm [21] composed of five basic 
algorithms, including Setup, Encrypt, KeyGen, Decrypt and Delegate. 
Among them, CT = Encrypt (PK, M, T) is the encryption algorithm, 
which can encrypt the plaintext message M under the public key PK 
and the access control tree T into ciphertext CT, the specific as in (1).

 (1)

 (2)

 (3)

 (4)

 (5)

Here, the parameters α, s are random, and g is the generator of the 
bilinear group of prime order. Let G1 and G2 be two multiplicative 
cyclic groups of prime order p,g be a generator of G1 and e be a 
bilinear map e : G1 × G1 → G2.

The parameters y is the leaf node of access structure T,qy is a 
polynomial for each node y in the tree T . The ciphertext CT is 
constructed by T, which is the tree access structure. The function 
att(x) is defined only when x is a leaf node and represents the attribute 
associated with the leaf node x in T.

The decryption function is DecryptNode (CT, SK, x), defined as in (6).

 (6)

 (7)

Here, SK is a private, which is associated with a set of S attributes, 
and a node x from T.

For the explanation of other parameters, refer to the literature 
[21]. However, the above two formulas and the parameters T and 
attr(x) show that attributes are the essential for data encryption and 
decryption and access control in the CP-ABE algorithm. It determines 
the flexibility of the access control policy and who can decrypt the 
ciphertext data.

B. IPFS
InterPlanetary File System (IPFS) is a point-to-point distributed 

file system, a network transmission protocol designed by Juan Benet 
and open source management by Protocol Labs, which can provide 
permanent and distributed storage of files. Integrating the technical 
advantages of P2P, Git, BitTorrent, Kademlia, Self-certifying File 
System (SFS) and Web, it can provide a simple interface similar 
to HTTP Web. Its distributed storage technology can be perfectly 

matched with blockchain technology to boost the ability of the 
blockchain system to store large files. For example, IPFS integrated 
with blockchain technology for agricultural products supply chain 
traceability system [22].

IV. The Proposed Schemes and Algorithms

A. System Architecture of a IoT Blockchain Terminal
This paper is focused on the protection of agricultural IoT data 

security and access control. With the empowerment of blockchain and 
cryptography technology, a universal secure and trusted agricultural 
IoT blockchain terminal is designed. Its architecture is shown in Fig. 1.
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Fig. 1. General secure and trusted agricultural IoT blockchain terminal 
architecture.

This architecture is still based on traditional embedded technology 
and has a wealth of functional expansion interfaces to facilitate 
the access of sensors and expansion modules. From a functional 
and technical point of view, this system uses blockchain and IPFS 
technology to realize distributed storage of collected data. With 
the help of symmetric encryption and asymmetric encryption 
mechanisms, it can protect data privacy, set flexible access control, 
and finally provide secure and trusted IoT data collection service. 
Its typical feature is that the terminal integrates blockchain, IPFS, 
cryptography and embedded systems, and can be used as a gateway 
to the agricultural IoT, providing raw data directly on the chain at the 
collection end, protecting data security from the source.

Deploying the blockchain and IPFS system directly in the terminal 
system puts forward certain requirements for embedded hardware and 
software. The data segmentation and encryption algorithm designed 
in this paper belongs to a part of the terminal embedded software. 
It interacts with blockchain and IPFS to realize the uplink release of 
encrypted data. As an ARM-based microcomputer motherboard, the 
Raspberry Pi has almost all the basic functions of a PC, making it one 
of the best choices for the integration of IoT terminals and blockchain. 
This paper will also be based on the Raspberry Pi 4B development board 
for experimental verification. In view of the limited storage capacity of 
the embedded system, the terminal device may not store the complete 
blockchain ledger data, but is only used to publish the data.

B. Terminal Data Access Control Scheme

1. Terminal Registration
This paper regards the IoT terminal as an access control object. First, 

the terminal must be registered and connected to the network. The 
administrator sets the private data encryption key, terminal number, 
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attributes and related parameters for the terminal. These parameters 
constitute a unique file for the device to collect. Data access control is 
called an access control file.

2. Fine-Grained Access Control Algorithm
The core function of Agricultural IoT system is to automatically 

perceive and obtain the process data of the three stages before, during 
and after agricultural production. This work is mainly completed 
automatically by the IoT terminal, and the continuous data presents 
typical dynamic and serialization characteristics. All the collected 
data include the serial number, name and other key information of 
the IoT terminal. Obviously, the access control of IoT data can also be 
transformed into the access control of IoT terminals. In this paper, the 
serial number and other key information of the IoT terminal and the 
key of data encryption are written into a unique file to set a flexible 
and fine-grained access control policy for the terminal. Therefore, this 
file is named device access control file. The access control policy of 
the file can be expressed in the form of access tree, as shown in Fig. 2.

1/2

1/2sales_sta�

1231 o�ice

O�ice = 1431sysadmin

executive level ≥ 8

2/2 2/2

Fig. 2. Access tree model.

Fig. 2 shows an access control tree model. This is an example of 
setting access control policies on the basis of employee attributes. The 
logical meaning of the access control tree is as follows.

1. Employees with sysadmin attribute in 1431 office.

2. Sales staff with execution level greater than or equal to 8, in 1231 
office.

This paper realizes one-time encryption and n-time sharing of data. 
When the access user has the attributes in the access tree and can meet 
its logical relationship, the secret data can be decrypted correctly.

3. Access Control Smart Contract
We create an access control file for each terminal, which contains 

the key and access control policy used by the terminal for data 
encryption. To protect the data privacy of the file and to perform 
flexible access control, encryption is performed using the CP-ABE 
algorithm. However, please note that the CP-ABE ciphertext of this 
file will take up more storage space than the plaintext. The specific 
amount occupied is related to the number of data attributes used for 
encryption. Obviously, this is not conducive to the on-chain storage 
of the file. Therefore, this paper uses IPFS for file storage, meanwhile, 
publishes the hash value in IPFS through the authorized access control 
smart contract. The name of the designed access control smart contract 
is auth, which includes the design of the access control structure and 
the related operation functions of access control.

// AuthSet describes authset details of what makes up a simple  
        authset

  type AuthSet struct {
     ID  string    'json:"ID"'
     Terminal string    'json:"terminal"' 
     Authinfo string    'json:"authinfo"'
}

According to the above analysis, the access control file of each 
device corresponds to the access control data, including the Terminal 
number and the access control authentication information Authinfo. 
In the follow-up experiments of this paper, in order to facilitate the 
experiment, Authinfo is mainly used to store the key information 
encrypted by the device, which will be introduced in section V.B.

C. Privacy Data Segmentation and Encryption Scheme

1. Data Segmentation
The secure and trusted agricultural IoT blockchain terminal can collect 

different data in agricultural production scenarios, such as data such as 
temperature, humidity, and light in agricultural greenhouses, fields, and 
other production environments, as well as video, voice, and image data. 
To ensure the performance of the blockchain system, data segmentation 
technology is adopted to segment the above data, and a " horizontal + 
vertical " IoT data segmentation scheme is designed. Specifically:

First, the horizontal data segmentation. The IoT data is divided into 
structured data and unstructured data. Generally speaking, structured 
data is relatively standardized, occupies less storage space, and can be 
stored on the blockchain normally. Unstructured data occupies more 
storage space. Therefore, it needs to be stored with the help of IPFS file 
system, which can not be affected by file size.

Secondly, vertical data segmentation. Separate private data and 
public data in structured data. Separate the sensitive and private data 
on the blockchain and perform encryption processing to better ensure 
data privacy.

Through the data segmentation technology, the classified storage 
of structured data and unstructured data, and the classified processing 
of sensitive data and public data are realized, making the data collected 
by safe and trusted terminals more standardized and clear.

2. Privacy Data Encryption
The symmetric encryption system has the advantage of fast speed. 

Under the premise of ensuring the security of the key, it can fully meet 
the confidentiality requirements of the data on the blockchain. This paper 
uses the DES symmetric encryption algorithm to encrypt the private data 
on the blockchain and the unstructured private data stored in IPFS. As 
the key for the symmetric encryption algorithm, the key is stored in the 
access control policy file. Only users with access rights to the device can 
decrypt the key, thereby ensuring the security of private data.

Therefore, a hybrid encryption scheme is constructed by CP-ABE 
and DES algorithms, combined with data segmentation technology, 
which can protect data confidentiality and achieve fine-grained 
authorized access to data. Among them, the data segmentation and 
privacy data encryption scheme process is shown in Fig. 3.

3. Data Publish Smart Contract
The data collected by a secure and trusted IoT blockchain terminal 

needs to be published on the blockchain with the help of a blockchain 
smart contract. The data publish smart contract defines the structure 
of the data set. At the same time, it defines operation functions such as 
the initialization of the ledger, the creation of data sets, and the query.

type DataSet struct {
     ID  string    'json:"ID"'
     Terminal string    'json:"terminal"' 
     User string    'json:"user"'
     Airtemp float32    'json:"airtemp"'
     Airhumi int    'json:"airhumi"' 
     Illu  int    'json:"illu"'
     Gps  string    'json:"gps"'
}
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This paper takes the greenhouse environment data of the agricultural 
IoT system as an example, and designs a data set DataSet, where ID is 
used to represent the data number, Terminal represents the number of 
the terminal, User represents the user number, Airtemp represents the 
air temperature, and Airhumi represents the air humidity, Illu means 
light intensity, Gps means the current coordinates of the device. In 
section V, this smart contract will be experimentally verified.

4. Proposed Algorithm
According to the above design scheme, this work designs the 

terminal security registration algorithm, block data access control 
algorithm and secure trusted data encryption uplink algorithm. 
Algorithm 1 and algorithm 2 show the pseudo codes of the latter two 
algorithms respectively.

The terminal security registration algorithm is to construct an 
access control policy, which determines the flexibility and accuracy of 
data sharing. The symbolic variables are shown in Table I.

Algorithm 1: Block data access control algorithm

Input: Block data retrieval conditions, user private key

Output: Query result data of the ledger 

begin:

BlockData = ChaincodeQuery (sect, retrieval conditions); 

if (Does it contain ciphertext data?)

AuData= ChaincodeQuery(auth,Terminal number); 

ct_acfile =IPFS_Get(AuData.authinfo); 

acfile=Cpabe-dec(ct_acfile,user private key);

if (Has the decryption succeeded?)

DES_Decrypt (BlockData.ciphertext, acfile.TelKey); 

return the complete data after decryption;

else

return BlockData containing ciphertext;

else

return BlockData;

end

Algorithm 2: Secure trusted data encryption uplink algorithm

Input: Data collected by Agriculture IoT terminals, Encryption key

Output: Secure and trusted blockdata under privacy protection

begin:

StData, UstData=HorizontalDatasplit(Data);

SensitiveCheck(StData,UstData);

if (Is unstructured data?)

if (Is sensitive data?)

Ciphertext = DES_Encryption(UstData.StData);

UstFile = CreateCiphertext_file(Ciphertext);

else

UstFile = CreateCiphertext_file(UstData);

H(UstFile) = IPFS_add(UstFile);

upData = DataMerge(Terminal number,H(UstFile));

ChainCodeInvoke = (sect,upData);

else

PData, SData = VerticalDataSplit(StData); 

While (Is sensitive data encrypted?) do

Ciphertext[] = DES_Encryption(SData);

upData = DataMerge(PData, Ciphertext[]);

ChainCodeInvoke = (sect,upData);

end

TABLE I. Symbolic Variables

Variable name Meaning
Tid Terminal identifier or number

A Attributes set

TK Terminal data encryption key

Acf Access control file

Acf' Ciphertext of access control file

H
The identification of the ciphertext of the access 

control file in IPFS

D Terminal attributes and data

UD Data that needs to be stored on the chain

S Terminal security registration smart contract

Sensitive privacy data

Plaintext data

Encryption operation
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IPFS storage
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Fig. 3. The data segmentation and privacy data encryption scheme process.
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 (8)

The CreateAC_File function generates an access control policy 
based on attributes, and generates an access control file based on 
terminal parameters.

 (9)

The Cpabe_enc function performs CP-ABE encryption on the 
access control file.

 (10)

The IPFS_add function uploads the ciphertext access control file to 
the IPFS system and receives the hash value of the file H, that is, the 
unique identification of the file.

 (11)

The DataMerge integrates the terminal number and the file’s hash 
into the chaindata.

 (12)

Finally, auth chaincode is called to publish the chaindata on the 
blockchain.

In Algorithm 1, when there is a ciphertext in the blockdata that 
the user queries, and it is determined that the ciphertext needs to be 
decrypted, it will go to the IPFS to retrieve the access control file of the 
terminal. The IPFS file downloaded by the IPFS_Get function needs to be 
decrypted by Cpabe_dec. Only when the current user attribute (private 
key) meets the access control strategies can the decryption succeed. After 
the decryption is successful, the DES algorithm key for encrypting the 
terminal data is obtained.The key cannot be decrypted without access 
control privileges, thereby protecting the user’s data privacy.

The core of Algorithm 2 is data segmentation. HorizontalDatasplit 
divides data into structured and unstructured data, and 
VerticalDataSplit divides structured data into public data and sensitive 
data. Then perform data encryption and data integration depended on 
the split results and the sensitivity of the data, and finally publish it on 
the blockchain. The classification and hierarchical processing of data 
are realized to ensure the privacy and security of data.

V. Experiments

In this section, we simulate the experimental results and analyze of 
the proposed scheme.

A. Materials and Environment
The hardware experiment environment in this paper includes 

secure and trusted terminal nodes and PC nodes. The safe and trusted 
terminal node uses the Raspberry Pi Pi 4B development board, 8GB of 
memory, 64GB of storage, integrated temperature and humidity sensor 
DHT11, GPS module, and light sensor BH1750FVI, as shown in Fig. 4.

Fig. 4. Secure and trusted agricultural IoT blockchain terminal.

The software system of the terminal is: x64 Ubuntu Server 20.04 
LTS operating system, HyperLedger Fabric 2.1.0 blockchain platform, 
and the node data collection and encryption and decryption programs 
are developed in C language. The open source CP-ABE algorithm is 
used in the experiment [23]. In order to test the access control and data 
encryption designed in this paper, a blockchain network including 1 
Orderer node and 2 Peer nodes was built in the Raspberry Pi system, 
as shown in Fig. 5. Among them, Peer nodes belong to organization 1 
and organization 2, and the development of smart contracts adopts the 
Golang language.

Fig. 5. Blockchain network process.

B. Data Access Control Policy Experiment

1. Data Access Control Policy Encryption
In this experiment, there are three employees in the IoT data 

center, administrators Sara and LeBron, sales staff Kevin, and the 
system assigns private keys to them based on key attributes such as 
their identities and positions. Specifically, Sara and LeBron both have 
sysadmin attributes, but Sara is in the office of 1431 and LeBron is in 
the 1531 office. Kevin has the sales_staff attribute, has an employee 
level of 7, and is in the 1231 office.

The number of the secure and trusted blockchain terminal in 
the experiment is T0000001, and its key of private data encryption 
is 123456, the name of the designed data access control policy file 
is T0000001.txt, and the content is “Congratulations. The key of 
T00000001 is 123456”. According to Fig. 2 in Section IV.B, set a 
data access control policy for it, and perform CP-ABE encryption. 
Therefore, the encryption command is:

cpabe_enc pub_key T0000001.txt (sysadmin and office=1431) or 
(sales_staff and (executive_level ≥ 8or office = 1231))

After encryption, the T0000001.txt.cpabe file will be created. The 
content is the ciphertext of T0000001.txt, as well as the attributes 
and access control policies that can correctly decrypt the file, so as to 
ensure the confidentiality of the data and flexible access control.

2. Access Control File Operation
The IPFS file system generates a unique hash value while storing 

the data access control file T0000001.txt.cpabe, as shown in Fig. 6. 
This hash value is called and the access control smart contract auth is 
published on the blockchain, thereby realizing the access control file 
on the blockchain. The data visitor can retrieve the hash value of the 
access control file with terminal number T0000001 in IPFS by calling 
the smart contract, as shown in Fig. 7, obtain the file locally through 
the IPFS interface or command, and then rename it to the terminal 
number, as shown in Fig. 8.

Fig. 9 shows the process of access control policy verification. For 
LeBron, even though he has sysadmin attributes, he is not in the 1431 
office, so he cannot decrypt the access control file to get the key, and 
he cannot obtain the private data collected by the terminal, but can 
only see the non-sensitive data. On the contrary, although Kevin’s 
level is not enough, he is in the 1231 office and has the sales_staff 
attribute, so he can correctly decrypt the access control file and obtain 
the encryption key of the terminal T0000001 from the file content as 
123456. There is no doubt that Sara can also decrypt the key.
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Fig. 6. Access control file upload to IPFS system.

Fig. 7. Publish access control files on the blockchain.

Fig. 8. Download the access control file from the IPFS system.

Fig. 9. Access control policy verification.

The experimental results have shown that the scheme designed 
can realize the fine-grained authorized access of data encryption 
keys, thereby realizing one-time encryption and multiple sharing, and 
reducing the complexity of key management.

C. Private Data Encryption Experiment
In this experiment, the trusted terminal can collect the five 

parameters of air temperature, air humidity, light intensity, and GPS, 
and publish it on the blockchain together with the terminal number 
T000001 and user information Test0001. In order to protect the privacy 
of the data owner, the data on the chain can be sliced into sensitive 
data and public data. Among them, sensitive data is encrypted using 
encryption algorithms, and the ciphertext is published, so as to realize 
data desensitization and protect user privacy.

Fig. 10. Publish private data encryption on the blockchain.

Fig. 10 shows the above-mentioned data segmentation, data 
encryption, and publishing process. In the experiment, the user ID 
T00000001 in the data is divided into sensitive data by using the data 
segmentation technology. It is encrypted by DES encryption algorithm 
with key 123456, and the ciphertext 73a708a12291355 is calculated. By 
calling the AddDataSet function in the sect smart contract, the sensitive 
data and public data are published on the blockchain together, and the 
response code "200" indicates that the data publish is successful.

D. Encrypted Data Storage Space Experiment
The CP-ABE encryption operation will cause the ciphertext data to 

occupy more storage space. In order to verify the influence of CP-ABE 
encryption operation on the storage space of ciphertext data, three 
experiments are designed in this section. details as follows:

Experiment 1. Perform CP-ABE encryption on plaintext data with 
file sizes of 49b, 98b, 147b, and 196b. The encryption attributes and 
access control policy is “(sysadmin and office=1431) or (sales_staff and 
(executive_level ≥ 8 or office = 1231))”. The storage space occupied by 
ciphertext and plaintext is shown in Table II.

TABLE II. Experiment 1 Storage Space Occupation Results

Plaintext 
size (bit)

Increment
size (bit)

Cipher-text 
(bit)

Increment 
(bit)

Additional 
(bit)

49 - 3066 - 3017

98 49 3114 48 3016

147 49 3162 48 3015

196 49 3162 48 3014

Experiment 2. Perform CP-ABE encryption on plaintext data with 
file sizes of 49b, 98b, 147b, and 196b. The encryption attributes and 
access control policy is “(sysadmin and office=1431)”. The storage 
space occupied by ciphertext and plaintext is shown in Table III.

TABLE III. Experiment 2 Storage Space Occupation Results

Plaintext 
size (bit)

Increment
size (bit)

Cipher-text 
(bit)

Increment 
(bit)

Additional 
(bit)

49 - 921 - 872

98 49 969 48 871

147 49 3162 48 3015

196 49 3162 48 3014

Experiment 3. Perform CP-ABE encryption on “libmultipath.so.0” 
files with a file size of 384848b, respectively, using encryption attributes 
and access control policy A, namely “(sysadmin and office=1431) 
or (sales_staff and (executive_level ≥ 8 or office = 1231))” and B, 
namely “(sysadmin and office=1431)”. The storage space occupied by 
ciphertext and plaintext is shown in Table IV.

TABLE IV. Experiment 3 Storage Space Occupation Results

Plaintext size 
(bit)

Access control 
policy

Cipher-text (bit) Additional (bit)

384848 A 387866 3018

384848 B 385721 873

The results of Experiment 1 show that with the same encryption 
attributes and access control policy, the space occupied by the 
ciphertext is positively correlated with the space occupied by the 
plaintext. For example, when the plaintext space increases by 49, the 
ciphertext space increases by 48 in response. The results of Experiment 
1 and Experiment 2 jointly show that for the same plaintext data, the 
space occupied by the ciphertext is positively related to the encryption 
attributes and access control policies adopted. For example, the data of 
49b adopts two different access control policies, which occupy 3018b, 
872b of storage space.

More importantly, the additional ciphertext storage space caused by 
encryption attributes and access control policies is fixed. The results 
of Experiment 3 proved the above point, such as encryption attributes 
and access control policy A will increase the storage of 3018b, and B 
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will increase the storage of 873b. It should be noted that the amount 
of space added in Table II and Table III differs from the amount of 
space added in Table IV by a few bits, which is mainly caused by the 
line breaks in the plaintext data in the experiment. From an order of 
magnitude point of view, the amount of increase is the same, as shown 
in Fig. 11.
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Fig. 11. The ciphertext storage space of different access control policies.

It is seen that when selecting encryption attributes and setting 
access control policies, to avoid occupying additional blockchain data 
storage space, the following three basic principles should be adhered 
to.

1. Choose as few encryption attributes as possible.

2. Configure access control policies as streamlined as possible.

3. For ciphertext data with large storage space, direct storage on the 
chain will take up too much space, and the IPFS system can be 
borrowed to relieve the pressure on blockchain storage.

E. Security Analysis

1. Data Access Control Policy Security
As described in section V.B, the access control right of the data 

collected by the security terminal is decided by the data access control 
policy file of the device. The CP-ABE encryption algorithm ensures that 
only users whose attributes and policies match exactly can decrypt the 
control policy file. In the scenario of consortium blockchain identity 
authentication and attributes issued by an authority, illegal users 
cannot steal confidential information. Meanwhile, the data access 
control file of the secure and trusted terminal can be dynamically 
adjusted according to the situation, such as changing the encryption 
key, updating the access control policy, etc., thereby ensuring the 
dynamic security of data access control.

2. Confidentiality of Private Data
This paper proposes a hybrid encryption scheme. The private 

data is encrypted with symmetric encryption algorithm, the key and 
device access control file are encrypted with CP-ABE algorithm, and 
strict access control strategy is set, which provides double insurance 
for the confidentiality of private data. As in section V.C, through data 
segmentation and private data encryption, the ciphertext is stored on 
the chain, which ensures the confidentiality of data under distributed 
data storage. The encryption key is stored in the access control policy 
file and encrypted based on CP-ABE algorithm, in this way, the data 
owner can better control the access authority of the data.

3. High Availability of Data
Both IPFS and blockchain adopt the principle of distributed 

technology, and the data collected by the IoT terminal is directly linked 
to the distributed storage. The technical characteristics of both determine 
the high availability of the system under single point or multi-point 
failure, and effectively improve the overall usability of the system.

4. Data Non-repudiation
In order to share data, publishers and users of data need to encrypt 

or decrypt twice, while encryption and decryption based on CP-ABE 
requires the support of user data attributes and logical relationship, i.e. 
access control policies. Therefore, the operation of data by both sides is 
undeniable and technically mutual trust. Specifically, distributed storage 
based on Fabric and IPFS ensures that data publishers cannot reject data 
on the blockchain. The adopted CP-ABE encryption algorithm ensures 
that data users obtain access rights through their own private key, and 
the operation of the key is undeniable. It solves the problems of data 
security and mutual trust in Agricultural IoT, and lays a foundation 
for the application of safe and reliable agricultural IoT data terminal in 
agricultural product quality and safety traceability system.

5. Anti-security Attack
The IoT often uses wireless communication for data transmission. 

If the private data is not encrypted, it can be easily eavesdropped by 
hackers. The privacy protection scheme proposed in this paper can 
resist eavesdropping attacks. At the same time, this paper encrypts the 
encryption key twice, which can effectively resist the plaintext key 
disclosure attack. For conventional IoT applications, data unauthorized 
access is the most common security attack or hidden danger. Using CP-
ABE encryption algorithm to set fine-grained access control policies 
for data can effectively resist data unauthorized access attacks.

F. Performance Analysis

1. The Complexity of Key Management Is Significantly Reduced
The CP-ABE and DES hybrid encryption scheme designed in this 

paper realizes one-time encryption by users and flexible sharing 
among multiple users, which significantly reduces the complexity 
of key management in a symmetric cryptosystem. According to 
cryptographic theory, in a symmetric encryption system, if n users 
need to agree on a security key with each other, the number of keys 
required is n(n-1)/2. In this paper, the CP-ABE encryption algorithm 
is used to control access to the data encryption key. With n users 
participating, an access control policy is set for each user, that is, there 
are n decryption keys in total. Is the worst case. Therefore, the key 
management complexity is reduced from n(n-1)/2 to n.

2. Efficient and Flexible Access Control Policies
Data segmentation technology and CP-ABE encryption technology 

can protect data confidentiality and flexible access control, but the 
CP-ABE solution stores attributes and access control policies in 
ciphertext, which will increase the amount of ciphertext storage. It 
can be seen from Table II that when the access control policy A is used 
for encryption, the encrypted ciphertext of 49-bit plaintext data will 
become 3066 bits, which is 62.57 times the original. However, when 
the IPFS system is used to store it, the handle in the IPFS is stored on 
the blockchain, no matter how large the ciphertext data itself is, it will 
only occupy 46 bits of storage space.

According to the comparison data of IPFS storage space and 
ciphertext storage space shown in Fig. 12, taking the storage of 
384848-bit files as an example, replacing the 387866-bit ciphertext 
storage with 46 bits will save 99.99% of the storage space. Obviously, 
this provides a new solution for setting more flexible and complex 
access control policies, while ensuring the efficiency of data storage.
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Fig. 12. Comparison of IPFS and ciphertext storage space.

3. It Has the Ability to Store and Expand the Big Data File of the  
Agricultural IoT

The agricultural IoT data includes not only the structured data 
of the experiment in this paper, but also unstructured data such as 
video, image, voice, GIS, etc. With the help of the IPFS file system, the 
corresponding smart contract can be developed to safely upload the 
above data to the chain.

VI. Conclusion

This paper studies the technical integration of agricultural IoT 
and blockchain, and designs a secure and trusted agricultural IoT 
blockchain terminal. With the help of CP-ABE and DES encryption 
algorithms, an access control and hybrid encryption scheme is 
designed to assure the security and authorized access control of data 
on the blockchain. Taking the data collection of the agricultural IoT 
production link as an example, the data segmentation, data encryption 
and access control scheme designed is verified. Through experimental 
verification, the terminal designed in this paper can be directly used 
as a node of the blockchain and IPFS to realize the release of collected 
data and the upload of files. However, the application scenarios of the 
agricultural IoT cover multiple links of agricultural production before, 
during and after production. The design of this system still needs to 
be continuously optimized according to specific business scenarios, 
which is also the main research direction of this work in the future. 
On the whole, the agricultural IoT blockchain terminal designed is 
a typical representative of the integrated application of blockchain 
and IoT technology, and has important research significance and 
application value.
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Abstract

The finite invert Beta-Liouville mixture model (IBLMM) has recently gained some attention due to its 
positive data modeling capability. Under the conventional variational inference (VI) framework, the 
analytically tractable solution to the optimization of the variational posterior distribution cannot be 
obtained, since the variational object function involves evaluation of intractable moments. With the 
recently proposed extended variational inference (EVI) framework, a new function is proposed to replace 
the original variational object function in order to avoid intractable moment computation, so that the 
analytically tractable solution of the IBLMM can be derived in an effective way. The good performance 
of the proposed approach is demonstrated by experiments with both synthesized data and a real-world 
application namely text categorization.
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I. Introduction

Positive data arise naturally in many real-world applications, 
such as object clustering [1], scene categorization [2], image 

segmentation [3], and object detection [4]. During the last decade, 
many non-Gaussian mixture models, e.g., the finite inverted Dirichlet 
mixture model (IDMM) [5], [6], the finite generalized inverted 
Dirichlet mixture model (GIDMM) [7], the finite generalized Gamma 
mixture model (GGaMM) [3] and the finite inverted Beta-Liouville 
mixture model (IBLMM) [8], were proposed to model and analyze 
positive data due to their powerful modeling capabilities. Among these 
mixture models, the IBLMM is one of the most popular approaches for 
modeling univariate and multivariate positive data. For example, the 
IBLMM is shown to be very flexible and powerful in analyzing and 
clustering text documents [8], therefore, modeling positive data with 
the IBLMM is well-motivated.

The major task in modeling the data with the finite mixture models 
is the learning of the model parameters, which refers to both estimating 
the model parameters and determining the number of components 
(i.e., the model complexity). A variety of approaches can be applied 
to address this problem, such as the expectation maximization (EM) 
algorithm [9], the Markov chain Monte Carlo (MCMC) [10], the 
expectation propagation (EP) [11] and the variational inference (VI) 
[12]. Among these approaches, the VI has been the most popular 
method. Much of its popularity is due to the fact that it may scale 

well to large applications. The main idea behind the VI is to find a 
approximate distribution for the intractable real posterior distribution 
by minimizing the Kullback-Leibler (KL) divergence of these two 
distributions. This is equivalent to maximizing the evidence lower 
bound (ELBO), which is also known as the variational objective 
function. Unfortunately, it is infeasible to obtain an analytical solution 
to the VI for many non-Gaussian mixtures, such as the IDMM, the 
GIDMM, the GGaMM and the IBLMM, since some computationally 
intractable moments exist in the ELBO. This problem can be solved by 
the recently proposed extended variational inference (EVI)[13]. The 
main idea behind the EVI framework is that the optimal solutions can 
be obtained by means of maximizing a lower bound of the ELBO. This 
bound can be obtained by introducing some tractable approximations 
to the original objective function.

Motivated by the powerful modeling capability of the IBLMM and 
the excellent performance achieved by the EVI framework, the EVI 
framework is applied to learn the IBLMM. The major contributions of 
this work can be summarized as follows. First, the analytical solution 
within the EVI framework for the IBLMM is derived. In this   framework, 
the estimated values of all the involved parameters and the number 
of components can be simultaneously obtained. Second, the proposed 
approach is used in an important real-world application namely text 
categorization. Synthesized and real data evaluations demonstrate the 
good performance of the model trained by the proposed approach. 

The reminder of this paper is organized as follows. In Section II, 
a brief review of the IBLMM is given. In Section III, the Bayesian 
learning algorithm with the EVI is derived. The experimental results 
on synthesized and real datasets are reported in Section IV. Finally, 
some conclusions are drawn in Section V.
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II. Preliminaries

A brief overview of the IBLMM is given first in this section. Then, a 
complete Bayesian framework for this model is presented.

A. Finite Inverted Beta-Liouville Mixture Model
If a D-dimensional random vector x = [𝑥1,  ... 𝑥D]T contains positive 

values, the underlying distribution of x can be modeled by the inverted 
Beta-Liouville (IBL) distribution. The probability density function 
(PDF) of the IBL distribution is given by [14]

 (1)

where α = [α1, ...,αD]T,  Γ(⋅) is the Gamma function defined as 
.

To model the multimodality of the observed data X = [x1, ..., xN], the 
mixture modeling technique [15] is used to construct the IBLMM with 
the PDF as follows

 (2)

where M is the number of components, π = [πm, ..., πM]T is the mixing 
weights, Λ = [α1, ..., αM], u = [u1, ..., uM]T and v = [v1, ..., vM]T denote the 
parameter matrices.

B. Bayesian Framework for IBLMM
It is convenient to turn the mixture model in (2) into a latent variable 

model. For each vector xn, a latent vector variable zn = [zn1, ..., znM]T 

is assigned, such that znM ∈  {0, 1},   znM = 1 and znM = 1 if xn is drawn 
from the mth component and 0 otherwise. Then, the latent variable 
model of IBLMM can be written as

 (3)

 (4)

where Z = [z1, ..., zM]T.

To formulate a full Bayesian mixture model, the conjugate priors on 
parameters Λ, u, v, and π have to be designated as follows:

 (5)

 (6)

 (7)

 (8)

where g = {gmd}, h = {hmd}, s = {sm}, t = {tm}, p = {pm}, q = {qm}, c = {cm}, 
𝒢(⋅) and Dir(⋅) denote the Gamma distribution and the Dirichlet 
distribution, respectively.

Following the Bayes’ theorem and combining (3), (4), (5), (6), (7) 
and (8), the joint distribution of the observation X and all the random 
variables Θ = {Z, Λ, u, v, π} is given by:

 (9)

this equation has illustrated the relations of all the random variables 
entailed in the Baysian estimation of IBLMM. Z is the latent variable 
that indicates from which component the data is generated. π is the 
weight of each component. The other letters are the parameters of 
each IBLM.

III. Learning the Model

A. Extended Variational Inference
The VI framework [12] is commonly employed to estimate the 

parameters and determine the optimal number of components of the 
mixture models. The major goal is to find an approximate distribution  
q(Θ) for the true posterior distribution p(Θ ∣ X). The optimal q(Θ) can 
be obtained by maximizing the ELBO as follows:

 (10)

where ⟨⋅⟩q denotes the expectation regarding the distribution q. Note 
that the ℒ(q) is not analytically tractable for most of the non-Gaussian 
mixture models, such as the IDMM, the GIDMM, the GGaMM and the 
IBLMM, as (9) involves intractable moments. The recently proposed 
EVI framework [13] offers an effective way to proposed EVI framework 
[13] offers an effective way to framework is that if a “helping function” 

, which satisfies the constraint , 
can satisfies the constraint , can be 
found, then the optimal solutions can be reached ℒ(q). This bound is 
given by

 (11)

To formulate a computationally tractable expression for the , 
the simplest approach called the mean-field approach is adopted 
which factorizes the q(Θ) as follows

 (12)

Then, the optimal form of q(Θk), denoted by q*(Θk) in this case, is 
given by

 (13)

where ⟨⋅⟩s≠k denotes the expectation regards all factors qs(Θs) 
except for s = k and “Cst” denotes a normalizing constant. In the EVI 
framework, all factors qs(Θs) are need to be initiate first and then each 
factor is updated by updating the hyper-parameters.

B. Variational Distribution
This section details how (13) is applied to compute the variational 

factors. Note that the EVI is essentially iterative, since it represents a 
distribution factor applying knowledge about other factors. Following 
the principles of the EVI framework, the expectation of the joint 
distribution’s logarithm is first calculated as
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 (14)

where , . It is noteworthy that 
(14) is not available in a closed form because it includes the intractable 
moments . Following the principles of the aforementioned EVI 
framework, two “helping functions” , satisfying , 

, respectively have to be found. According to [16],  and  
are obtained as follows:

 (15)

 (16)

where

 (17)

Insert (15) and (16) into (14) then a lower bound to ⟨ln p(X, Θ)⟩ is 
obtained as

 (18)

Now, α, u, and v are the i. i. d. variables. Details about solving the 
optimal variational factors using (13) is given as follows.

1. q* (Z): Including all terms that do not depend upon znm into a 
constant term, the equation (19) is obtained as follows

 (19)

where

 (20)

Taking exponential of both sides of (19), q* (Z) is recognized to be 
a categorical density

 (21)

where

 (22)

where rnm are nonnegative and have a unit sum.

2. q* (Λ): Absorbing any terms independent of αmd into the additive 
constant results in

 (23)

where  and  are defined by

 (24)

 (25)

Taking the exponential of both sides of (23), the equation (26) is 
obtained as follows

 (26)

3. q* (u): Any terms which are independent of um will be absorbed 
into the additive constant as

 (27)

where  and  are given by

 (28)

 (29)

Taking the exponential of both sides of (27), the equation (30) is 
obtained as follows

 (30)



Special Issue on Multimedia Streaming and Processing in Internet of Things with Edge Intelligence

- 79 -

4. q* (v): Considering the derivation of the update equation for the 
factor , the logarithm of the optimized factor is given by

 (31)

where

 (32)

 (33)

It is obvious that (31) has a similar form as to the logarithm of the 
Gamma prior density. Similarly, the equation (34) is obtained as 
follows

 (34)

5. q* (π): Keeping only terms that have a functional dependence on 
πm, the equation (35) is obtained as follows

 (35)

where

 (36)

Taking the exponential of both sides of (35), the equation (37) is 
obtained as follows

 (37)

All the expected values in the above equations are evaluated by

 (38)

 (39)

 (40)

 (41)

C. Full Variational Learning Algorithm
With the above obtained variational factors in hand, it is 

straightforward to evaluate the lower bound (11) for this model. In 
practice, it is useful to be able to monitor the bound during the re-
estimation in order to test for convergence. The lower bound (11) is 
given by

 (42)

where  is computed using (18). The other terms in the 
bound are easily evaluated to give the following results:

 (43)

 (44)

 (45)

 (46)

 (47)

The analytically tractable solution for Bayesian estimation of the 
IBLMM can be obtained in a similar way to the conventional EM 
algorithm. This inference algorithm is summarized in the Algorithm 1.

Algorithm 1. Algorithm for EVI-based Bayesian IBLMM

1. Set the initial values of M, gmd, hmd, sm, tm, pm, qm, cm.

2. Initialize rnm by K-Means algorithm

3. repeat
4.      The variational E-step: Update q*(Z) according to (21).

5.      The variational M-step: Update q*(Λ), q*(u), q*(v) and q*(π)
         according to (26), (30), (34), and (37), respectively.

6. until Stop criterion is reached.

7. Determine the best number of components M via annihilating the 
components with mixing weights πm ≤ 10⁻5.

IV. Experiments and Results

In this section, the proposed variational method refered to as 
EVI-IBLMM is validated through both synthesized datasets and real 
datasets. The goal of the synthesized dataset validation is to investigate 
the accuracy of the EVI-IBLMM algorithm in terms of parameter 
estimation and model selection. The goal of the real dataset validation 
is to compare the EVI-IBLMM to three other methods: the IDMM 
applying the EVI technique (EVI-IDMM) [6], the GIDMM applying the 
EVI technique (EVI-GIDMM) [13] and the GaMM applying the EVI 
technique (EVI-GaMM) [4]. To provide broad noninformative prior 
distributions, we set the hyperparameters of the prior distribution as 
gmd = sm = pm = 1, hmd = tm = qm = 0.1, cm = 0.001, and initialize the 
number of components with large value (15 in this paper). The initial 
values of rnm are obtained using the K-means algorithm. Note that 
this specific selection was based on our experiments and was found 
to be convenient and effective in our case. When the EVI-IBLMM 
algorithm stops, the posterior means are taken as the parameter 
estimates in the IBLMM.

A. Synthesized Data Validation
The performance of the proposed EVI-IBLMM in terms of 

estimation and determination through quantitative analysis on four 
2-D synthesized datasets is first evaluated, which are generated from 
four known IBLMMs with different parameters. It is worth noting 
that the selection of D = 2 is purely for ease of representation. Table I 
shows the actual parameters for the four IBLMMs. The initial number 
of components for each dataset are set to double amounts of the actual 
number of components with equal mixture weights. The average 
estimated parameters of the four generated datasets over 20 runs of 
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TABLE I. True Values of the Parameters in the IBLMM Applied to 
Generate the Four Synthesized Datasets

Dataset m αm1 αm2 um vm πm

A
1 12.00 24.00 8.50 12.50 0.400

2 21.00 15.00 18.00 5.00 0.600

B

1 12.00 24.00 8.50 12.50 0.200

2 21.00 15.00 18.00 5.00 0.300

3 18.50 8.00 4.00 16.50 0.500

C

1 12.00 21.00 8.50 12.50 0.100

2 21.00 35.00 18.00 5.00 0.200

3 32.00 28.00 4.00 16.50 0.300

4 2.00 18.00 24.00 8.00 0.400

D

1 21.00 6.00 18.00 24.00 0.100

2 2.00 28.00 8.00 15.00 0.200

3 18.00 68.00 24.00 16.00 0.250

4 76.00 8.00 4.00 18.00 0.300

5 2.00 4.00 4.00 12.00 0.150

TABLE II. The Mean of the Estimated Parameters for the Synthesized 
Datasets Over 20 Runs of the EVI-IBLMM Algorithm

Dataset Nm m m1 m2 m m m

A
200 1 11.99 23.95 8.56 12.51 0.400

300 2 21.27 15.20 18.10 5.00 0.600

B

120 1 11.31 22.59 8.50 12.54 0.200

180 2 20.81 14.93 18.50 5.13 0.300

300 3 18.30 8.01 4.18 17.09 0.500

C

80 1 12.46 21.64 9.20 14.12 0.098

160 2 19.84 33.52 18.30 5.08 0.202

240 3 30.68 26.81 4.07 16.76 0.300

320 4 2.00 18.12 24.32 8.21 0.400

D

100 1 22.26 6.42 17.70 23.46 0.103

200 2 1.98 27.09 7.80 15.03 0.201

250 3 16.61 64.69 23.79 15.82 0.253

300 4 73.02 7.48 4.04 18.10 0.302

150 5 2.32 4.14 3.98 12.11 0.141

(a) Dataset A

(c) Dataset C

(b) Dataset B

(d) Dataset D
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Fig. 1. Estimated mixing probabilities of components for the synthesized datasets. (a) Dataset A. (b) Dataset B. (c) Dataset C. (d) Dataset D.
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simulations are reported in Table II. According to these results, the 
proposed EVI-IBLMM algorithm is capable of accurately estimating 
both the parameters and the mixing weights of the IBLMM. Next, the 
model selection capability of the EVI-IBLMM algorithm is investigated. 
When the initial number of components is larger than the true one, 
the EVI-IBLMM algorithm is capable of forcing some of the mixing 
weights to approach zero. These components make little contribution 
to the model, thus they can be eliminated. The EVI-IBLMM algorithm 
is initiated with a mixture of many components (15 in this paper) 
and equal mixture weights. Fig. 1 shows the estimated mixture 
weights of each component for the different generated datasets after 
convergence. According to these results, it can be clearly observed that 
the EVI-IBLMM algorithm is able to effectively determine the model 
complexity. Then, the effect of initial number of components upon the 
resulting model complexity is investigated. Based on dataset A, Fig. 
2 shows the effect of initial number of components on the resulting 
model complexity over 100 runs of simulations. In Fig. 2, “True” 
donates that the model has correctly converged to the initial number of 
components and “False” means that the model does not have the same 
componets number with the initial ones after training. According to 
the results shown in this picture, the EVI-IBLMM algorithm is capable 
of identifying the accurate number of components regardless of 
whether the sample size is small or large. Moreover, as the sample size 
gets larger, the effect of the initial number of components gets more 

insignificant. Finally, the convergence of the EVI-IBLMM algorithm 
is investigated. Fig. 3 shows the value of the variational objective 
function in each iteration. According to this figure, it is clear that the 
variational objective function is always increasing during iterations, 
thus the convergence is demonstrated.

B. Text Categorization
Text categorization refers to the task of automatically assigning 

unlabeled text documents into predefined categories. During the 
past few decades, this task has attracted considerable attention from 
researchers due to many reasons, such as the hug amount of digital 
documents that are easily available and the increasing demand to 
organize, store, and retrieve these documents accurately and efficiently. 
Efficient text categorization are beneficial for many applications, such 
as document processing and visualization [17], digital information 
search [18], and information retrieval [19]. This problem is challenging 
and different statistical methods were proposed and applied in the 
past. Although different, most of the proposed techniques addressed 
this problem as following: First, a set of labeled text documents which 
belong to a certain number of classes are given to train the model. In 
our experiment, the data that has the same label is used to train one 
IBLMM, after training, the number of IBLMM is equal to the number of 
categories; Second, a new unobserved text is assigned to the category 
with the highest similarity regarding its content by the model.

False True
0

20

40

60

80

100

120

140

160

C
ou

nt
s

M=4
M=10
M=20

False True
0

20

40

60

80

100

120

140

160

C
ou

nt
s

M=4
M=10
M=20

False True
0

20

40

60

80

100

120

140

160

C
ou

nt
s

M=4
M=10
M=20

False True
0

20

40

60

80

100

120

140

160

C
ou

nt
s

M=4
M=10
M=20

(a) N = 50

(c) N = 200

(b) N = 100

(d) N = 500

Fig. 2. The counts of the estimated number of components over 100 runs of simulations based on dataset A. M denotes the initial number of components and N 
denotes the sample size.
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The text categorization experiment with the proposed EVI-IBLMM 
in our paper is conducted by using two extensively applied text 
collections: WebKB [20] and 20Newsgroup1. The WebKB dataset is 
composed of four categories: course, faculty, project and student, with 
a total of 4,199 documents. The 20Newsgroups dataset contains 13,998 
newsgroup documents evenly distributed on 20 categories. Each of 
these categories is 30 times randomly divided into two separate halves, 
one half for training and the other half for testing. Following [21], the 
Porter’s stemming [22] is applied to reduce the words to their basic 
forms. In the pre-processing step, the words that occur less than 3 
times or are shorter than 2 in length are eliminated, which results in 
the representation of each document by a positive vector. The vectors 
in the different training sets are then modeled by the IBLMM trained 
by the algorithm in the previous section. Finally, each document 

1  http://kdd.ics.uci.edu/databases/20newsgroups/20newsgroups.html

vector is categorized to a given category according to the well-known 
Bayes classification rule.

Three referred methods, namely EVI-based Bayesian GIDMM [13] 
(EVI-GIDMM), EVI-based Bayesian IDMM (EVI-IDMM) [6] and EVI-
based Bayesian Gamma mixture model (EVI-GaMM) [4] are also used 
to the aforementioned task. Table III shows the mean results of the 
tested methods in terms of categorization accuracy and training time 
over 20 runs. Fig. 4 illustrates the categorization accuracies obtained 
by different methods. Based on these results, it can be found that 
the proposed EVI-IBLMM has the best categorization accuracy (%) 
among all the referred mixture-based approaches for the task of text 
categorization. Moreover, to investigate more insights for the EVI-
IBLMM algorithm, the EVI-IBLMM is further compared with deep 
neural networks (DNNs) on the text categorization task. The fully 
connected (FC) neural networks with different numbers (i. e., l) of 
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Fig. 3. Convergence of the proposed EVI-IBLMM algorithm for the different synthesized datasets. (a) Dataset A. (b) Dataset B. (c) Dataset C. (d) Dataset D.

TABLE III. Comparisons of Text Categorization Accuracies (in %) and Runtime (in S) Obtained by Different Approaches

Dataset Method EVI-IBLMM EVI-GIDMM EVI-IDMM EVI-GaMM

WebKB
Accuracy 90.36 89.27 89.91 89.03

Runtime 0.66 0.61 0.59 0.39

20Newsgroup
Accuracy 81.11 79.82 80.20 78.86

Runtime 4.85 5.35 3.84 0.71

http://kdd.ics.uci.edu/databases/20newsgroups/20newsgroups.html
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hidden layers are used. The extracted feature vectors for the WebKB 
and 20Newsgroup datasets are used as inputs, respectively. These 
feature vectors are named as shallow feature vectors. The  is set as 1,2 
, and 4 , respectively and the number of nodes in each hidden layer is 
the same as the dimension of the shallow features. Table IV shows the 
comparison of categorization accuracies and training time of different 
FC neural networks and the proposed EVI-IBLMM algorithm on both 
WebKB and 20Newsgroup datasets. According to these results, it can 
be found that the proposed method significantly decreases training 
time compared to the FC neural networks. Although the proposed 
approach cannot outperform the DNNs, it can effectively model the 
features extracted and obtain proper classification accuracies on 
the two datasets, which can explicitly show the effectiveness of the 
proposed method.

V. Conclusions

In this paper, an efficient attractive EVI algorithm for the inverted 
Beta-Liouville mixture model is proposed. Different from the 
traditional EM algorithm and MCMC algorithm, this algorithm is 
able to automatically and simultaneously determine all the model’s 
parameters and the optimal number of components, which can 
prevent the problem of over-fitting. Besides, the proposed algorithm 
can converge in a short time, and therefore, it has a relatively 
high efficiency. The good performance of the proposed method is 
experimentally demonstrated through both synthetic datasets and real 
datasets which are generated from a real-world application namely 
text categorization. A future work can be devoted to investigate how 
to combine a feature selection criterion with the model selection in a 
unified Bayesian framework or to extend the IBLMM to the infinite 
case applying some nonparametric Bayesian methods.
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Abstract

In content-based image compression, the importance map guides the bit allocation based on its ability to 
represent the importance of image contents. In this paper, we improve the representational power of importance 
map using Squeeze-and-Excitation (SE) block, and propose multi-depth structure to reconstruct non-important 
channel information at low bit rates. Furthermore, Dynamic Receptive Field convolution (DRFc) is introduced 
to improve the ability of normal convolution to extract edge information, so as to increase the weight of edge 
content in the importance map and improve the reconstruction quality of edge regions. Results indicate that our 
proposed method can extract an importance map with clear edges and fewer artifacts so as to provide obvious 
advantages for bit rate allocation in content-based image compression. Compared with typical compression 
methods, our proposed method can greatly improve the performance of Peak Signal-to-Noise Ratio (PSNR), 
structural similarity (SSIM) and spectral angle (SAM) on three public datasets, and can produce a much better 
visual result with sharp edges and fewer artifacts. As a result, our proposed method reduces the SAM by 42.8% 
compared to the recently SOTA method to achieve the same low bpp (0.25) on the KAIST dataset.
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I. Introduction

HYPERSPECTRAL images (HSIs) mainly own two kinds of 
redundancy, namely spectral similarity and spatial correlation 

[1]. As a typical 3D image, HSI compression has increasingly received 
attention in recent years to eliminate these two kinds of redundancy and 
achieve efficient image storage, transmission and processing [2]-[4].

Traditional lossy compression techniques, such as JPEG [5] and 
JPEG2000 [6] provide excellent rate-distortion performance for 2D 
imagery. In order to match the requirements of 3D image compression, 
a number of 3D compression algorithms including 3D-SPECK [7] and 
PCA+JPEG2000 [8] arise up for 3D HSI. However, these methods 
without the consideration of special characteristics of HSI by a direct 
extension from 2D to 3D may not fully satisfy the requirements of 
HSI compression [9]-[11], and the spectral fidelity of HSI cannot be 
guaranteed under the condition of effectively removing the spectral 
correlation of HSI.

In recent years, several DNNs-based lossy image compression 
methods [12]-[14] have achieved comparable performance to traditional 
methods [15],[16]. This is because deep convolutional network (DNNs) 
not only has good feature extraction ability, but also is good at flexible 
nonlinear analysis and comprehensive transformation of extracted 

spatial and spectral characteristics. The core research goal of DNNs-
based lossy compression [17]-[19] is to balance compression ratio 
and the distortion to ensure the image quality [20],[21]. Bit-allocation 
based on the importance of image content has been effectively adopted 
in DNNs-based lossy image compression to achieve this goal [22],[23].

(a) (b)

Fig. 1. The convolution is the process of the weighted summation. The red locations 
denote element to convolve, and the orange positions denote local receptive field 
to be weighted. (a) 3 × 3 instances of the normal convolution. (b) Our proposed 
Dynamic Receptive Field convolution (DRFc) with a kernel size of 3 × 3.

However, there are still several challenges in generating an accurate 
importance map based on the content of the image. An importance 
map is generally the representations produced by convolutional 
network that capture the salient contents of the image for bit 
allocation and compression rate control. In image compression, we 
usually want the bpp (bits per pixel) to be as small as possible, so a 
central theme of the importance map research is to search for more 
powerful representations that capture only the most salient properties 
of an image.
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In addition, due to the fixed geometric structure of the convolution 
operator, as shown in Fig. 1(a), normal convolution has insufficient 
perception of edges in an image[24], resulting in a smaller value at the 
edge of the generated important map by CNNs. The larger the value of 
the importance map, the more bits for the image content are allocated. 
In this way, fewer bits will be allocated to the edges according to the 
importance map, and usually are inevitable in producing some visual 
artifacts, e.g., blurring and blocking in image reconstruction. 

In this paper, we proposed a multi-depth importance map 
(MDIM) with Dynamic Receptive Field Convolution (DRFC) 
network (MDIMDRF), which is embedded into an encoder-decoder 
framework to produce an importance map and achieve content-
based hyperspectral image compression. First, in our MDIM, we 
introduced the Squeeze-and-Excitation block(SE-block) to explicitly 
model the interdependencies between the channels of convolutional 
features and strengthen feature extraction of CNNs[25], thus improve 
the representational power of importance map. Since channel-wise 
information in single-depth importance map (SDIM) leads to excessive 
loss of non-important channels, and then compression performance 
often dramatically drops at low bpp, we designed the MDIM based 
on pyramid decomposition scheme to reconstruct non-important 
channel information at low bit rate. And then we introduced DRFC 
to greatly enhance CNNs’ capability of extracting edge information. 
Finally, we replaced normal convolution with DRFc for the last three 
layers in MDIM and expected to improve the representation ability of 
important map synthetically.

To sum up, the main issues addressed in this paper are listed as 
follows:

1. Unlike other methods using simple convolution layers [22],[26]or 
residual blocks[23],[27] to obtain importance map, we designed 
MDIM to explicitly model the interdependence between feature 
channels and improve the representational power of importance 
map.

2. We reconsidered the guiding role of importance map to rate 
allocation in coding process, and retained the weak edges and mid-
scale textures in the original image by increasing the weight of the 
regions with sharp edge of importance map.

3. The proposed compression framework can be end-to-end trained, 
and obtain significantly better results than state-of-the-art (SOTA) 
methods.

II. Methodology

As shown in Fig. 2, we proposed an end-to-end image compression 
model, which consists of encoder, MDIMDRF, entropy model, 
and decoder. Following[12], the encoder network consists of four 
convolutional layers and three generalized divisive normalization 
(GDN)[28]layers. The architecture of decoder is symmetric to that of 
the encoder. The MDIMDRF here can be understood as producing an 
importance map via MDIM and DRFc to obscure the non-important 
regions in the image so as to allocate more bits to the important regions.

A. Dynamic Receptive Field Convolution
As shown in Fig. 1(a), when convolving an edge pixel, the normal 

convolution unit samples the input feature map in a fixed receptive 
field, causing features to be influenced by irrelevant image content. 
For our DRFC, as shown in Fig. 1(b), after three steps (details in Fig. 3), 
we effectively find the 𝑘 × 𝑘 (𝑘 is the size of the convolution kernel) 
pixels with the strongest correlation with the convolution element as 
its dynamic receptive field.

(a)

Sort Receptive

Field

Select

NeighborhoodNeighborhood

(b) (c) (d)

Fig. 3. Illustration of 3 × 3 Dynamic Receptive Field Convolution. The red grids 
denote pixels for convolution. Grids in light blue are first-order neighbors of 
the red, Grids in dark blue are second-order neighbors, and Grids in pink are 
the dynamic receptive field of the red. 

For a 𝑘 × 𝑘 normal convolution, a receptive field ℛnormal (generally a 
𝑘 × 𝑘 square grid) is constructed and moved over the input feature map 
𝑥, with a scheduled step size 𝑠, The grid ℛnormal defines the receptive 
field size. For example, as shown in Fig. 1(a), 

 (1)

indicates the receptive field for a 3 × 3 normal convolution.

For each location p0 on the output feature map y, we summate 
sampled values weighted by w and have

 (2)
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Fig. 2. Illustration of the proposed architecture for content-weighted image compression. 
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where pn enumerates the locations in ℛnormal .

In our Dynamic Receptive Field Convolution, as shown in Fig. 3, we 
generate an irregular receptive field applying the following steps to 
the elements for convolution: (1) assemble a fixed-size neighborhood 

 for each element;(2) sort the neighborhood and create receptive 
field ; (3) learn the receptive field representations with CNN. As 
shown in Fig. 3(b),

 (3)

Equation (2) becomes

 (4)

where p'n enumerates the locations in . 

TABLE I. ReceptiveField: Create Receptive Field

1. input: Neighborhood  of location p0, Convolution kernel size 𝑘, 
Moran’s Index m
2. output: Receptive Field  of p0
3. Compute an order r of the elements of , subject to 

4.  = top 𝑘2 elements in  according to r
5. return  

Illustrated in Fig. 3, Table I gives the procedures of creating receptive 
field by imposing an order on the elements  via a correlation 
measure Moran’s Index as 

  (5)

where xp, xq be the vector at location p, q; c is the length of the 
tensor xp, xq; xpi, xqi is the i-th valve of xp, xq;  is the weight of 
spatial autocorrelation, which is generally the reciprocal of the 
distance between xp and xq;  is the variance of xp, xq.

The basic idea is to select the points in the adjacency domain in turn 
that have a high correlation with the center point in turn and apply 
them to each input channel if and only if they have similar structural 
roles in two feature maps.

B. Multi-depth Importance Map Network
When we encode an input image, we tend to allocate the bits 

efficiently according to spatial variant local image content, that is, 
fewer bits should be allocated to the smooth regions while more bits 
should be allocated to the regions with more information content, 
which makes it possible to improve the reconstructed image quality 

(a) Original image

1

0.9

0.8

0.7

0.6

0.5

0.4

0.3

0.2

0.1

0

(b) Importance map

Fig. 4.  Illustration of Importance map.

while improving the compression ratio. For example, given the 
image in Fig. 4(a), it is natural to be interested in the teddy bear and 
two-colored circles, which are called the important regions. It is 
reasonable to allocate more bits to the teddy bear and two-colored 
circles and fewer bits to black background.

Thus we first designed a single-depth importance map  
network(SDIM) of four convolution layers[22] to retain the most 
important features of the image and generate an importance map to 
guide the allocation of bits. To improve the representational power of 
importance map, we strengthen feature extraction of CNNs using SE 
block[25] via modelling the correlation between feature channels and 
adjusting the feature map according to the correlation degree. Secondly, 
in order to compensate the excessive loss of non-important channels 
caused by channel-wise operation at low bit rate, we adopt a multi-depth 
importance map network (MDIM) based on pyramid decomposition 
scheme to reconstruct non-important channel information. As shown 
in Fig.5, we obtain the sub-importance maps generated by feature maps 
of different depths respectively, the results of each depth are weighted 
and summed to produce an importance map.

SE block𝑥𝑥1

𝑥𝑥2

𝑀𝑀1(𝑥𝑥1)

𝑀𝑀3(𝑥𝑥3)

𝑀𝑀2(𝑥𝑥2)

α2

α3

α1

𝑀𝑀(𝑥𝑥)

𝑥𝑥3

Fig. 5.  Illustration of the MDIM’s pyramidal decomposition structure with 
3 depths. It’s noted that “C-n192-s1” represents a CNN layer with 192 filters 
and a stride of 1 and “DRFC-n96-s1” represents a DRFC layer with 96 filters 
and a stride of 1 where the normal convolution unit is replaced by Dynamic 
Receptive Field convolution unit.

Let 𝑥𝑚 denotes the input of the 𝑚-th layer of MDIM, and also 𝑥1 
denotes the original output of encoder. 𝑀𝑚(𝑥𝑚) represents the output 
of the 𝑚-th layer. In our paper, we sequentially set m to 1, 2, and 3 
to individually produce a feature map containing different channel 
information with only one channel and the same size as the encoder 
output. The results of each scale are weighted and summed to produce 
the final importance map 𝑀(𝑥) = α1 𝑀1 (𝑥1) + α2 𝑀2 (𝑥2 ) + α3 𝑀3 (𝑥3). 
What’s more, DRFc instead of normal convolution is used in the last 
three layers of MDIM to enhance feature extraction of edge pixels, 
thus increasing the weight of regions with sharp edges or rich textures.   

III. Experiments

To evaluate the performance of the proposed compression model, 
we compared our model with traditional compression methods, i.e., 
3D-SPECK[7], PCA+JPEG2000[8], and DNNs-based compression 
models, i.e., factorized prior[12], hyperprior[29] on different datasets. 
All DNNs-based experiments are conducted on a server equipped with 
the NVIDIA GeForce RTX 3090Ti graphics card.

We used three standard HSI datasets to train and test our proposed 
compression framework: KAIST[30], CAVE[31] and ICVL[32]. 
KAIST is a high-resolution dataset containing 30 images of size 
2704×3376×31, CAVE consists of 28 images of 31×512×512 and ICLR 
consists of 201 images of 1300×1392×31. A total of 20000 patches with 
a size of 31×256×256 were sampled from both the original images and 
their enhancement (such as flipping and rotating at different angles). 
The data are divided into a training data set, a testing data set and 
a validation data set. Specifically, 60% of the images were used for 
training, 20% for testing and 20% for validation. Please note that all the 
test images are not included in the training dataset. Several original 
images from KAIST, CAVE and ICLR dataset are shown in Fig. 6, Fig. 
7 and Fig. 8, respectively.
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Fig. 6. Original image from KAIST.

Fig. 7. Original image from CAVE.

Fig. 8. Original image from ICVL.

A. Performance Metrics
To quantitative evaluate the performance of proposed model, we 

used the following indexes as Peak Signal-to-Noise Ratio (PSNR)[18, 
33], Structural Similarity Index Measure (SSIM) [33],[34] and Spectral 
Angle Mapper (SAM)[35].

1. Peak Signal-to-Noise Ratio
The ratio between the input image and the reconstructed image 

is known as PSNR. Also, the PSNR is measured based on the Mean 
Square Error (MSE)[36]. Please note that the PSNR for HSIs in this 
paper is calculated as in (6),

 (6)

Where pmax denotes the maximum value in the i-th band of HSIs, 
and the unit of PSNR is dB.

2. Structural Similarity Index Measure
It is used to evaluate the distortion between the input image 𝑥 and 

the reconstructed image 𝑥*, it can be defined as in (7),

 (7)

Where C is the number of bands of input image 𝑥, 𝑥i is i-th band 
of 𝑥, and  are the corresponding mean and variance. a1, a2 is 
constant.

3. Spectral Angle Mapper
The spectrum of each pixel in HSIs is regarded as a high-dimensional 

vector, and the similarity between the two spectrums is measured by 
calculating the Angle between the two vectors. Note that a small SAM 
value indicates less spectral distortion.

B. Training Details and Parameter Settings
Our objective is to minimize the weighted sum of the rate loss and 

distortion loss, R + λD, where λ governs the trade-off between the two 
terms. Thus, we trained the model on the batch of size B, and defined 
the loss function ℒ of our model on the entire batch:

 (8)

where c is the code of the input image 𝑥i. ℒD(c,  𝑥i) denotes the rate 
loss and d(𝑥i, )  is the expected difference between the reconstruction 

  and the original image 𝑥i, as measured by Mean Square Error (MSE) 
in order to be consistent with PCA+JPEG2000[8].

Firstly, we set the weights α1, α2, and α3 in the MDIM to 1/2, 1/4, 
and 1/4, respectively. During the training process, we set the batch 
parameter B to 8 and the model is iteratively trained 300 times on the 
dataset. In addition, the initial learning rate is set to 10−4, and performs 
stochastic gradient descent[37] using the Adam algorithm[38].

With this setup, we trained a total of 24 separate models: half of the 
models with MDIM and half without; half of the models with DRFc, 
and half without; finally, each of these combinations with 6 different 
values of λ in order to cover a range of rate-distortion tradeoffs.

C. Comparison of Rate–Distortion Performance
In this subsection, we evaluate the performance improvements 

of the proposed model quantitatively, and rate–distortion curves for 
different methods on KAIST, CAVE and ICLR datasets are provided in 
Fig. 9, respectively.

Firstly, we compare the PSNR and SSIM performance of our 
proposed method with  PCA+JPEG2000 and 3D SPEAK as well as 
the methods proposed in[12, 29].As seen from Fig. 9, our method 
outperforms traditional methods[7, 8] and DNNs-based methods[12, 
29] at a wide range of bpp on three datasets. Although the PSNR 
and SSIM performance of our method owns only a relatively small 
advantages on CAVE dataset comparing with factorized prior[12] 
and hyperprior[29], the corresponding performance improvement 
is particularly obvious on  KAIST and ICLR dataset. This is because 
the spatial resolution of individual KAIST dataset is almost 35 times 
higher than that of CAVE dataset and there are 50 times more ICLR 
training patches than CAVE training patches, larger dataset makes the 
model more fully trained and the test performance better. 

Next, we further compare the SAM performance of different 
methods based on the work of[35], As seen from Fig. 9, the average 
rate-distortion curves of SAM show that the proposed method can 
significantly outperform other methods on three datasets and the SAM 
performance of our method is still superior to other methods at low 
bpp on CAVE dataset. For example, compared with factorized prior[12] 
and hyperprior[29], the SAM of our proposed model is reduced by 0.03 
and 0.02 when bpp is 0.25, respectively. A strong explanation is that 
the importance map network designed in our proposed model takes 
full account of spectral similarity, and retains spectral characteristic 
information to the maximum extent.

D. Comparison of Visual Quality
The visual quality comparisons of the reconstructed HSIs in low 

compression rates for three datasets are provided in Table II. As can 
be seen from Table II, traditional compression methods such as 3D 
SPEAK and PCA+JPEG 2000 inevitably produce obvious blurring, 
ringing in the second and third columns, which can seriously affect the 
human visual experience. The methods[12, 29] suppress the artifacts 
effectively, but there are still some blur effects along the edges visible 
in the fourth and fifth columns. In contrast, our method overcomes the 
above flaws, and some important edges and textures are well-retained 
and thus the reconstructed image owns better visual quality due to the 
bit-allocation guided by the importance map.
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Fig. 9 Comparison of the ratio-distortion curves by different metrics: PSNR, SSIM, and SAM
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Fig. 11. The important maps obtained by different models. The right color 
bar shows the palette on the number of bits.
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TABLE II. Images Produced By Different Compression Models At Different Compression Rates. All Images Are Visualized With the Same Ordinal Band

KAIST dataset (29,19,9)
Original image 3D-SPEAK PCA+JPEG2000 factorized prior hyperprior proposed

0.5 bpp     PSNR:18.46
SSIM:0.908
SAM:0.430

0.5 bpp     PSNR:22.53
SSIM:0.935
SAM:0.263

0.515bpp PSNR:39.43
SSIM:0.982
SAM:0.124

0.543bpp PSNR:40.01
SSIM:0.984
SAM:0.112

0.499bpp PSNR:40.29
SSIM:0.985
SAM:0.102

0.7 bpp     PSNR:21.42
SSIM:0.31
SAM:0.72

0.7 bpp     PSNR:29.16
SSIM:0.80
SAM:0.42

0.713bpp PSNR:41.94
SSIM:0.992
SAM:0.089

0.748bpp PSNR:43.13
SSIM:0.993
SAM:0.0998

0.676bpp PSNR:44.57
SSIM:0.9946
SAM:0.073

CAVE dataset (24,6,25)
Original image 3D-SPEAK PCA+JPEG2000 factorized prior hyperprior proposed

0.7 bpp     PSNR:23.68
SSIM:0.93
SAM:0.42

0.7 bpp     PSNR:28.96
SSIM:0.94
SAM:0.26

0.743bpp PSNR:29.49
SSIM:0.961
SAM:0.210

0.723bpp PSNR:29.13
SSIM:0.958
SAM:0.234

0.711bpp PSNR:29.23
SSIM:0.956
SAM:0.216

0.5bpp      PSNR:24.69
SSIM:0.67
SAM:0.76

0.5bpp       PSNR:33.16
SSIM:0.84
SAM:0.45

0.565bpp PSNR:31.66
SSIM:0.961
SAM:0.188

0.526bpp PSNR:32.15
SSIM:0.969
SAM:0.179

0.483bpp PSNR:33.14
SSIM:0.975
SAM:0.158

ICVL dataset (29,19,9)
Original image 3D-SPEAK PCA+JPEG2000 factorized prior hyperprior proposed

0.7bpp     PSNR:28.58
SSIM:0.65
SAM:0.07

0.7bpp      PSNR:45.41
SSIM:0.993
SAM:0.036

0.737bpp PSNR:53.39
MS-SSIM:0.999

SAM:0.037

0.710bpp PSNR:54.27
MS-SSIM:0.999

SAM:0.035

0.703bpp PSNR:54.48
MS-SSIM:0.999

SAM:0.029

0.5bpp      PSNR:26.06
SSIM:0.486
SAM:0.113

0.5bpp       PSNR:44.33
SSIM:0.993
SAM:0.056

0.517bpp PSNR:47.81
MS-SSIM:0.999

SAM:0.038

0.539bpp PSNR:50.19
MS-SSIM:0.999

SAM:0.030

0.525bpp PSNR:51.25
MS-SSIM:0.999

SAM:0.026
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E. Ablation Experiments
To assess the role of MDIM and DRFc, we trained a baseline model 

by removing MDIMDRF from our framework. We designed the 
following four models according to whether the presence of SDIM, 
MDIM, and DRFc in the architecture: (1) BASE: the baseline model; (2) 
BASE-SDIM: BASE with SDIM; (3) BASE-MDIM: BASE with MDIM; 
(4) BASE-MDIM-DRFc: BASE with MDIM and DRFc.

As shown in Fig. 10, at the same bpp, BASE-MDIM-DRFc has the 
best performance while BASE has the worst performance. BASE-
MDIM performs better than BASE-SDIM at low bpp, which proves 
MDIM’s help in reconstructing the non-important channels of 
convolutional features at low bpp. In Fig. 11, we can observe the 
blurring artifacts and color distortion in (b) and (c). In contrast, the 
results in (d) exhibit much clearer and is much more consistent with 
human visual perception.

IV. Discussion

In our proposed end-to-end compression framework, we design 
the multi-depths importance map network based on pyramidal 
decomposition, and produce an importance map to guide bit rates 
allocation and further compress the code by entropy coding. At the 
same time, we introduce Dynamic Receptive Field convolution to 
increase the weight of the importance map in the edge area to solve 
the distortion caused by insufficient feature representation to edge of 
normal convolution.

Rate-distortion performance in Fig. 9 clearly shows that our 
proposed method outperforms conventional and DNNs-based 
methods at a wide range of bpp. In addition, as shown in Fig. 11, the 
existence of multi-depth importance map and Dynamic Receptive 
Field convolution have significant influence on the performance 
improvement. In addition, to achieve PSNR of 40 and MI-SSIM of 0.95, 
the average time to encode and decode the image is 49 ms and 11 ms, 
running on the GeForce RTX 3090Ti.

V. Conclusion

In this paper, we proposed a content-based compression system 
for hyperspectral images. In the proposed system, we designed MDIM 
and DRFc to improve representability of the importance map so as to 
allocate bits precisely for different contents. Our models can be end-
to-end learned on a training set. Experimental results clearly show 
the superiority of our model in retaining HSI’s spectral structure 
characteristics and extracting edge content, resulting in significant 
image reconstruction quality.
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Abstract

The presence of haze will significantly reduce the quality of images, such as resulting in lower contrast and 
blurry details. This paper proposes a novel end-to-end dehazing method, called Encoder and Decoder Dehaze 
Network (ED-Dehaze Net), which contains a Generator and a Discriminator. In particular, the Generator 
uses an Encoder-Decoder structure to effectively extract the texture and semantic features of hazy images. 
Between the Encoder and Decoder we use Multi-Scale Convolution Block (MSCB) to enhance the process of 
feature extraction. The proposed ED-Dehaze Net is trained by combining Adversarial Loss, Perceptual Loss 
and Smooth L1 Loss. Quantitative and qualitative experimental results showed that our method can obtain the 
state-of-the-art dehazing performance.
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I. Introduction

IMAGES with clear visibility are required for a variety of computer 
vision tasks, such as object detection and autonomous driving. 

However, due to the absorption or reflection of light by floating particles 
contained in the air, images taken in hazy days often suffer from quality 
degradation. Fig. 1 shows the differences in visual quality on hazy and 
haze-free scene. The color of objects in a hazy scene is distorted and the 
visual perception observed by the human eye is reduced.

In order to overcome the degradation of image quality caused 
by haze, various priority-based [1]–[5] and learning-based [6]–
[14] methods have been proposed. The well-known priority-based 
algorithm proposed by He et al. [1] assumed that at least one channel 
in the image has very low pixel values. However, the method cannot 
effectively deal with areas similar to atmospheric light, which results 
in the sky area or high-brightness objects cannot be accurately 
dehazed. In addition, the non local color prior proposed by Berman et 
al. [3] is suitable for the case where the airlight is lower than the scene 
brightness [11]. Some recent dehazing algorithms use convolutional 
neural networks to extract image features, which are further used to 
predict transmission maps and atmospheric light values. Zhang et al. 
[9] embed the atmospheric scattering model into the dehazing process 
and design the end-to-end network with dense connections. By 
combining the convolutional neural network and the physical model, 
Zhang’s method can jointly learn the transmission map, atmospheric 
light through a one-stage training.

Inspired by the successful application of the GANs in the field 
of image generation [15]–[19], we propose ED-Dehaze Net, which 
contains two parts: a Generator and a Discriminator. The predicted 

haze-free images are generated by the Generator. The Discriminator 
is responsible for distinguishing the generated images from the real 
images. In addition, our Generator consists of three submodules: 
Encoder, Decoder and Multi-Scale Convolution Block. The Generator 
and Discriminator are trained simultaneously by combining 
Adversarial loss, Perceptual loss and Smooth L1 loss. In order to 
prove the effectiveness of the proposed dehazing method, we conduct 
sufficient experiments on indoor and outdoor dataset. By using the 
atmospheric scattering model, we synthesize pairs of hazy and haze-
free images on the NYU-Depth v2 [20] indoor dataset. In addition, the 
commonly used benchmark O-HAZE [21] is also used to verify the 
performance of ED-Dehaze Net in outdoor dehazing task.

Fig. 1. The effect of haze on the visual quality of the real world scene. From 
left to right: hazy image, dehazed image produced by ED-Dehaze Net, ground 
truth haze-free image.

Our main contributions are as follows:

(1) We propose a novel Encoder and Decoder Dehaze Network (ED-
Dehaze Net), which can effectively remove the haze in the image.

(2) By using Multi-Scale Convolution Block (MSCB), the feature 
extraction capability of the dehazing network is improved.

(3) We combine Smooth L1 loss and Perceptual loss to train the 
Generator. And the experimental results show that the proposed 
ED-Dehaze Net can obtain the state-of-the-art dehazing 
performance.
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II. Related Work

In this section, we first review the existing dehazing methods for 
single image. Then, the research of generative adversarial networks 
will be briefly summarized.

A. Atmosphere Scattering Model
The Atmospheric scattering model [22]–[24] provides a theoretical 

basis for the research of dehazing algorithms. Meanwhile, the 
researchers synthesized hazy images data [9], [10] through the 
atmospheric scattering model, avoiding the expensiveness of real-
world data collection. Its formula is as follows:

 (1)

where 𝑥 represents the position of pixels, and A means the global 
atmospheric light in the image. I(𝑥) denotes the haze scene, and J (𝑥) is 
the haze-free image that the dehazing algorithm expects to obtain. t(𝑥) 
stands for the medium transmission map, which formula is as follows:

 (2)

where β and d(𝑥) represent the atmosphere scattering parameter 
and the scene depth, respectively.

B. Single Image Dehazing
Single image dehazing is a challenging ill-posed problem. Various 

prior-based and learning-based methods have been proposed for 
recovering a clear haze-free image from a single hazy image.

Researchers have proposed a variety of hand-crafted prior-based 
dehazing methods [1]–[5]. He et al. [1] proposed Dark-Channel Prior 
(DCP) which can estimate the transmission map and remove the haze 
effectively. Zhu et al. [2] designed Color Attenuation Prior (CAP) and 
used a linear model to estimate the scene depth. Then, CAP dehazed a 
single image by combining the atmospheric scattering model. Fattal et 
al. [4] proposed a local formation model and use it for recovering the 
scene transmission. Berman et al. [3] assumed that colors of a haze-
free image can be well approximated by hundred of distinct colors. By 
using the assumption of haze-lines, Berman’s method could recover 
both the distance maps and the haze-free images.

With the development of deep learning, some dehazing algorithms 
[6]–[14] use convolutional neural networks to learn how to remove 
haze from hazy images. Li et al. [10] designed All-in-One Dehazing 
Network (AOD-Net) based on a re-formulated atmospheric scattering 
model without an intermediate parameter estimation process. On the 
basis of cycleGAN [25], a cycle-consistent dehazing network [7] is 
proposed, which does not require paired data. Zhang et al. [9] designed 
Densely Connected Pyramid Dehazing Network (DCPDN), which 
can jointly learn the transmission map and atmospheric light. By 
jointly estimating two parameters, DCPDN can reduce system errors 
significantly. Dong et al. [14] proposed Multi-Scale Boosted Dehazing 
Network (MSBDN) based on the U-Net architecture. MSBDN proved 
that boosting strategy can help image dehazing algorithms have more 
stable performance.

C. Generative Adversarial Networks (GANs)
Goodfellow et al. [26] proposed the original GAN, which contained 

a generator (G) and a discriminator (D) for data generation. The 
objective function is calculated as follows:

 (3)

where z is the noise variable subject to the distribution pz(z), and 𝑥 
is sampling from the distribution of real data pdata(𝑥).

In the recent years, GANs have been successfully applied in the 

fields of image super-resolution [15]–[17], image synthesis [18], [19], 
texture synthesis [27], [28], and image inpainting [29], [30]. Most of 
GANs contain one or more generators and discriminators, and use 
min-max optimization to simultaneously optimize the generative 
model G and the discriminative model D [31].

Inspired by the success of these GANs-based methods for generating 
high-quality images, we designed an adversarial dehazing network 
with impressive dehazing performance.

III. ED-Dehaze Net

This section introduces the design details of the proposed ED-
Dehaze Net. Section A shows the network structure of the Generator 
and the Discriminator. The formulas of adversarial loss, smooth L1 
loss and perceptual loss are given in Section B, C and D, respectively. 
Finally, Section E describes the overall loss function used for network 
optimization.

A. Network Structure
The overall structure of the proposed ED-Dehaze Net is shown 

in Fig. 2. The hazy image passes through the Generator to remove 
the haze in the scene and generate a dehazed image. Then, the 
Discriminator distinguishes the dehazed image from the real haze-free 
image through the process of adversarial training.

Hazy image

Haze-free image

Discriminator

Real/Fake?

Dehazed imageGenerator

Fig. 2. The overall structure of the ED-Dehaze Net.

The ED-Dehaze Net contains two basic blocks: Convolution 
Block and Deconvolution Block, as illustrated in Fig. 3. INS stands 
for Instance Normalization proposed in the paper [32]. RELU is the 
activation function “Rectified Linear Unit” commonly used in deep 
neural networks.
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Fig. 3. Convolution Block and Deconvolution Block.

In order to effectively fuse the information of different scales, we 
design the parallel Multi-Scale Convolution Block (MSCB) as shown in 
Fig. 4. Each scale of convolution block adopts the Conv Block (shown 
in Fig. 3) of which 3, 5 and 7 represent convolution kernels of different 
sizes.

The input feature map first convoluted by Conv-3, Conv-5, Conv-7 
to obtain three feature maps with different scale information. Then, 
the three feature maps are concatenated according to the channel 
(“Cat” in Fig. 4), and the concatenated 3 map in Fig. 4. Finally, the red 
feature map and the original input feature map are added (“Add” in 
Fig. 4). Therefore, the output feature map “OUT” and the input feature 
map “IN” have exactly the same size.
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The Generator of the ED-Dehaze Net is composed of Encoder, 
Decoder and multiple MSCBs, as shown in Fig. 5. The dimension of 
the input image’s feature map is reduced during the encoding process 
to obtain a powerful feature representation. Then, we put the encoded 
features into MSCBs for enhancing. Finally, the Decoder performs 
feature decoding to obtain dehazed image of the same size as the 
original input hazy image.
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Fig. 5. The Structure of Generator.

The Discriminator shown in Fig. 6 contains multiple Conv-3 blocks, 
and the stride of all blocks are set to 2. The Discriminator is responsible 
for distinguishing whether the input images come from the dehazed 
images of the Generator or the haze-free images of the dataset.
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Fig. 6. The Structure of the Discriminator.

B. Adversarial Loss
The Generator and Discriminator are trained simultaneously with 

adversarial loss. The training purpose of the Generator is to remove 
the haze in the image to obtain a dehazed image close to the real-
world haze-free image. The Discriminator try to judge the input image 
is a real image or a generated image. The formula for calculating 
adversarial loss is as follows:

 (4)

where X = {𝑥1,  𝑥2,  ...,  𝑥m} represents the input hazy images with the 
batch size of m,  means the haze-free images 
predicted by the Generator. Y = {𝑦1,  𝑦2,  ...,  𝑦m} is the real haze-free labels 
in the dataset.

C. Smooth L1 Loss
The methods used for image dehazing usually adopt L1-norm or 

L2-norm as objective function during the training process. Girshick 
et al. [33] proved that Smooth L1 loss is a robust L1 loss which is less 
sensitive to outliers than the L2 loss. To improve the robustness of the 
dehazing network, Smooth L1 loss is adopted to optimize the pixel 
distance between the dehazed image and the real haze-free image, the 
formulas are as follows:

 (5)

 (6)

where  denotes the distance between the dehazed image 
and the real haze-free image, and 𝑚 is the number of images.

D. Perceptual Loss
The commonly used pixel-wise objective functions in image 

reconstruction tasks optimize the network without considering the 
human visual perceptual quality of the images. By extracting high-
level features from the pre-trained convolutional neural network 
and calculating the semantic distance between the predicted images 
and the ground truth images, Johnson et al. [34] proposed Perceptual 
loss, which has been successfully applied in various computer vision 
tasks [11], [34]–[36]. It has proved that adding perceptual loss on the 
basis of pixel-wise loss can effectively improve the performance of 
image reconstruction tasks. We select the first four pooling layers of 
pre-trained VGG16 [37] (denoted as ψ(•)) for feature extraction. The 
formula for a single batch is as follows:

 (7)

where i represents the i-th input image and k is the k-th pooling 
layer. And p is the abbreviation of perceptual. After calculating the 
feature of every single pooling layer, the output of the four pooling 
layers is added to obtain the Perceptual loss. It can be expressed as 
following:

 (8)

where Ck, Wk and Hk represent the number of channels, width and 
height of the k-th pooling layer, respectively.

E. Overall Loss Function
The overall loss function consists of three parts: Adversarial loss, 

Perceptual loss, and Smooth L1 loss. As follows:

 (9)

where λp and λsmo are the weight of Lp and Lsmo, respectively.

IV. Experiments Results

Section A gives the parameter settings in the experiment. The 
descriptions of the synthetic dataset and the real world dataset are 
in Section B, and the corresponding experimental results are in 
Section C and D, respectively. To illustrate the effect of Smooth L1 
loss and Perceptual loss on the dehazing process, Section E compares 
the corresponding quantitative metric values by comparing different 
objective functions. Finally, Section F discusses the improvement of 
MSCBs on the performance of ED-Dehaze Net.
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A. Experiment Setting and Evaluation
All the training images are resized to 256×256 before feeding into 

the network. The proposed model has been trained on the training 
dataset and finally the optimal parameters are obtained. The initial 
learning rate of the Generator and Discriminator are 0.0001 and 
0.0004, respectively. After every 2000 iterations, the learning rate is 
updated to lr = lr × 0.9. The values of λp and λsmo are set to 2 and 10, 
respectively. Wet use a single NVIDIA GeForce GTX 1080 Ti and the 
batch size is 4. Adam Optimizer is used to update the gradients during 
the training process.

We choose Peak Signal-to-Noise Ratio (PSNR) and Structural 
Similarity Index Measure (SSIM) for evaluation, which are commonly 
used in the research of image dehazing. Higher values of PSNR and 
SSIM represent higher image quality. To demonstrate the improvement 
of the dehazing performance for the proposed ED-Dehaze Net, we 
compare our method with other state-of-the-art dehazing methods: 
the Dark-Channel Prior (DCP) proposed by He et al. [1], the Color 
Attenuation Prior (CAP) proposed by Zhu et al. [2], the cycle-
consistency dehazing (cyc-D) network designed by Engin et al. [7], 
and the All-in-One Dehazing Network (AOD-Net) designed by Li et 
al. [10].

B. Synthesis Dataset and Real World Dataset
The collection of paired hazy and haze-free images is very time-

consuming and expensive. Ancuti et al. [38] synthesized the indoor 
hazy images dataset based on NYU Depth v2 [20] by the atmospheric 
scattering model. Here, we use the pipeline proposed by Aucuti for 
high quality hazy images synthesis. The training set and testing set 
contain 1149 and 300 pairs of images, respectively. We randomly 
select the global atmosphere light value from (0.7, 1) for both of them. 
The atmosphere scattering parameter (denoted as β in Eq. (2)) of 
the training dataset is set to β ∈ (1.2, 2.1) to simulate hazy images of 
different densities. By randomly flipping horizontally and vertically, 
the training set after data augmentation contains 1149 × 3 pairs of 
images. In order to test the dehazing performance of networks with 
different density ranges and to ensure the data distribution of the 
testing set is same as training set, we set the β ∈ (1.2, 1.5), (1.5, 1.8), 
(1.8, 2.1), and (1.2, 2.1) to get a testing set with 4 density ranges for a 
total of 300 × 4 pairs of images.

O-HAZE [21] contains 45 pairs of hazy and haze-free images 
taken in the real world, which the haze is generated by professional 
machines. We randomly selected 35 pairs as the training set, and the 
remaining 10 pairs as the testing set.

C. Results on Synthesis Dataset
Table I shows the PSNR/SSIM values obtained on the synthetic 

dataset by the proposed ED-Dehaze Net and other dehazing algorithms. 
ED-Dehaze Net outperforms the state-of-the-art methods on both 
PSNR and SSIM. This indicates that the dehazing images obtained by 
our method are of higher quality.

TABLE I. PSNR and SSIM Values on Synthesis Dataset

beta (1.2, 1.5) (1.5, 1.8) (1.8, 2.1) (1.2, 2.1)

DCP 16.314/#0.761 16.212/0.776 15.935/0.783 16.346/0.771

CAP 17.422/0.768 17.062/0.723 16.654/0.702 17.175/0.753

cyc-D 17.553/0.657 18.074/0.694 18.263/0.725 17.934/0.766

AOD 18.736/0.782 18.445/0.788 17.963/0.779 18.566/0.761

ours 20.940/0.799 20.332/0.784 19.627/0.761 20.264/0.781

# The symbol “/” stands for the separation of PSNR and SSIM values.

We randomly select some images from the entire testing set (four 
ranges of β) to show the visual results. It can be clearly seen in Fig. 
7 that the images recovered by the proposed ED-Dehaze Net are 
closest to the ground truth haze-free images. This proves that the 
Encoder-Decoder of the Generator can effectively reconstructs the 
feature information of the image, and removes the haze contained 
in the scene in an end-to-end manner. The DCP results in a darker 
color after dehazing, which cannot accurately recover the brightness 
of the scene. The reason is that DCP relies on priority assumptions 
and lacks adaptability to different data. The CAP and AOD-Net cannot 
completely remove the haze in the hazy images. There is still a small 
amount of haze in the “haze-free” images generated by them, which 
causes the details and edges of objects in the scenes to be blurred. 
In addition, the output images of CAP tends to be low-brightness, 
because its priori assumption of color is not always accurate. The 
dehazing images generated by cyc-D have obvious color distortion, 
and it cannot restore the texture information of the image completely.

Fig. 7. Visual results on synthesis dataset.

D. Results on O-HAZE
Table II shows the PSNR/SSIM values of the ED-Dehaze Net and 

other algorithms on the O-HAZE dataset. The quantitative quality of 
the dehazed images obtained by our method is significantly higher 
on outdoor scenes. This proves that ED-Dehaze Net can reduce the 
proportion of noise and restore the structure information of the image.

TABLE II. PSNR and SSIM Values on O-HAZE

Methods DCP CAP AOD cyc-D ours

PSNR 16.160 17.078 17.376 19.626 19.925

SSIM 0.772 0.792 0.786 0.677 0.795

Fig. 8 shows the visual results of various dehazing methods on 
the O-HAZE dataset. Both DCP and CAP have a phenomenon of 
color shift and there is still a small amount of haze remaining in the 
dehazed images, resulting in blurred details. Although AOD-Net uses 
a convolutional neural network for feature extraction, it does not use 
multi-scale spatial information like ED-Dehaze Net. So, the AOD-Net 
can remove the haze in the images, but cannot accurately reconstruct 
the texture and details. The dehazing images of the cyc-D network 
has over-smooth, because its unsupervised strategy cannot accurately 
estimate the density of haze in the image, resulting in excessive 
dehazing. Meanwhile, Table II shows that the SSIM value of the cyc-D 
is low, which proves that its excessive dehazing leads to incomplete 
restoration of the images’ structure. Our method can obtain high-
quality haze-free images, ensuring that the edge information contained 
in the images will not be lost.
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Fig. 8. Visual results on O-HAZE.

E. Ablation Study on Loss Function
During the training of the Generator, Smooth L1 loss and Perceptual 

loss are used to optimize the network. To prove that with the help 
of Perceptual loss, the network with Smooth L1 loss can generate 
dehazed images with higher quality. We compare two strategies when 
choosing loss functions: (a) using Smooth L1 loss alone, and (b) using 
Smooth L1 loss and Perceptual loss simultaneously. We have not 
chosen Perceptual loss as the loss function of the Generator alone, 
because the purpose of Perceptual loss is to measure the distance of 
features rather than the distance of image pixels. Therefore, the role 
of Perceptual loss should be an auxiliary of the pixel-wise Smooth L1 
loss. Table III lists the ablation experiment results of Smooth L1 loss 
and Perceptual loss.

TABLE III. Ablation Experiment Results of Smooth L1 Loss and 
Perceptual Loss

beta (1.2, 1.5) (1.5, 1.8) (1.8, 2.1) (1.2, 2.1)

Smo 19.667/#0.774 19.106/0.724 19.126/0.756 19.644/0.760

L1+ Per 19.821/0.782 19.647/0.781 18.966/0.772 20.032/0.774

L2+ Per 19.731/0.748 20.892/0.768 19.614/0.758 20.201/0.769

Smo+Per 20.940/0.799 20.332/0.784 19.627/0.761 20.264/0.781

# The symbol “/” stands for the separation of PSNR and SSIM values.

The Smo+Per get a higher PSNR/SSIM values than Smo, which 
means Perceptual loss can help the network generate high-quality 
dehazed images. In addition, the PSNR/SSIM values obtained by L1 + 
Per and L2 + Per are lower than Smo + Per. This proves that Smooth 
L1 loss can optimize the Generator better.

F. Ablation Study on Multi-Scale Convolution Block
The Generator contains multiple Multi-Scale Convolution Blocks 

(MSCBs) to enhance the process of the feature extraction, so as to obtain 
better dehazing performance. In order to prove the effectiveness of the 
multi-scale strategy, we compared the PSNR/SSIM values obtained by 
a single scale (3 × 3, 5 × 5, 7 × 7) and multiple scales (3 + 5 + 7) as shown 
in Fig. 9. In order to ensure the fairness of the experiment, all other 
parameter settings are the same.

The results in Table IV prove that our multi-scale strategy can 
extract features more effectively. Therefore, ED-Dehaze Net with 
MSCBs can obtain higher quality dehazed images. For the three single-
scale cases (3 × 3, 5 × 5, 7 × 7), the PSNR/SSIM values are very close. 
This further illustrates that the feature fusion method of multi-scale 
convolution can enhance the flow of spatial information.
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Fig. 9. Comparison with different scales, from left to right: 3 × 3, 5 × 5, 7 × 7 
and our multi-scale 3 + 5 + 7.

TABLE IV. Ablation Experiment Results of MSCBs

beta (1.2, 1.5) (1.5, 1.8) (1.8, 2.1) (1.2, 2.1)

3 × 3 21.033/0.781 19.634/0.792 19.231/0.755 20.132/0.779

5 × 5 19.872/0.796 19.897/0.766 18.998/0.755 19.245/0.773

7 × 7 19.660/0.790 20.226/0.793 19.046/0.758 19.995/0.760

ours 20.940/0.799 20.332/0.784 19.627/0.761 20.264/0.781

Meanwhile, we conduct experiments on the case where the 
Generator contains only Encoder-Decoder and no MSCBs. The results 
in Table V show that PSNR and SSIM are very low. The main reason 
is that the network’s capacity and complexity are not sufficient when 
without MSCBs.

TABLE V. Results With MSCBs and Without MSCBs

beta (1.2, 1.5) (1.5, 1.8) (1.8, 2.1) (1.2, 2.1)

noMSCBs 18.556/0.749 18.673/0.715 17.143/0.729 17.011/0.712

ours 20.940/0.799 20.332/0.784 19.627/0.761 20.264/0.781

V. Conclusion

This paper proposed an end-to-end dehazing algorithm based 
on deep learning, called ED-Dehaze Net. The Generator effectively 
extracted the spatial and texture information of the hazy images by 
the Encoder-Decoder structure. In order to ensure that the edges and 
details of the dehazed image are clearly reconstructed, we used Smooth 
L1 Loss and Perceptual Loss to train the Generator simultaneously. 
Experiments on synthetic and real world dataset proved that the 
proposed algorithm can effectively remove the haze in the hazy 
images.
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Abstract

The applications of style transfer on real time photographs are very trending now. This is used in various 
applications especially in social networking sites such as SnapChat and beauty cameras. A number of style 
transfer algorithms have been proposed but they are computationally expensive and generate artifacts in 
output image. Besides, most of research work only focuses on some traditional painting style transfer on 
real photographs. However, our work is unique as it considers diverse style domains to be transferred on real 
photographs by using one model. In this paper, we propose a Diverse Domain Generative Adversarial Network 
(DD-GAN) which performs fast diverse domain style translation on human face images. Our work is highly 
efficient and focused on applying different attractive and unique painting styles to human photographs while 
keeping the content preserved after translation. Moreover, we adopt a new loss function in our model and use 
PReLU activation function which improves and fastens the training procedure and helps in achieving high 
accuracy rates. Our loss function helps the proposed model in achieving better reconstructed images. The 
proposed model also occupies less memory space during training. We use various evaluation parameters to 
inspect the accuracy of our model. The experimental results demonstrate the effectiveness of our method as 
compared to state-of-the-art results.
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I. Introduction

Style transfer means to apply style of an image to another image 
by keeping the original content the same. Style transfer lies under 

the category of Image-to-Image translation. Some other examples 
of Image-to-image translation are transfer from satellite images to 
Google maps, winters to summers, night to day, etc. [1]. Our work 
is specifically about applying diverse style transfer from distinct 
style images to real photographs. These styles can be paintings of 
artist, animated images or cartoon, sketches etc. There is a limited 
research work which describes painting style transfer to human faces 
[2]. Painting style transfer also known as artistic style transfer that 
means transferring a real photograph into the painting style of some 
artist [3]. However, painting transfer techniques can be divided into 
three categories; texture transfer, stroke transfer and section transfer 
techniques. Texture transfer technique means to follow the texture 
pattern of painting and then transfer it to the content image. When we 
apply most of painting transfer techniques to human faces, it results 
in deformation. Artistic style translation or painting style translation 
field is facing many issues including appearance of artifacts on 
generated image. Moreover, if content image contains some organ of 
human body such as face or head portraits then it is more difficult 
to perform style translation, because it may destroy structure of the 
face [4]. 

Deep learning is getting popular day by day in many social media 
apps such as DeepArt.io and PRISMA which are most popular examples 
of deep learning involved in style transfer applications [5]. Therefore, 
in this work, we propose Diverse Domain Generative Adversarial 
Network (DD-GAN) for style transfer from famous paintings to human 
faces. Our model is based on [6], and we aim to perform fast training 
and better visual results without loss of semantic content. The loss 
functions used in this model helped to reduce artifacts on generated 
images. It is faster in training process and generates reconstructed 
images with preserved content i.e. face. We reduce complexity of the 
model by using smaller number of residual blocks without sacrificing 
the accuracy. Furthermore, we use various evaluation parameters to 
check the efficiency of the proposed model. Hence, our proposed model 
decreases training time, improves visual results after style translation, 
generates better reconstructed images is simpler to implement. The 
main contributions in this work are: 

• A novel method DD-GAN is proposed which transfers diverse 
painting styles to human face photographs.

• A loss function based on SmoothL1 is used in the model that 
preserves the identity in reconstructed images.

• A simple training strategy and small number of residual blocks 
enable the model to reduce the training time.

II. Related Work

Style translation is a significant field of computer vision which 
is being studying from the last two decades [7]. There are many 
algorithms which were proposed for style translation with different 
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types of deep neural network such as CNN or VGG network. However, 
a few works encapsulate the significance of Generative Adversarial 
Networks (GANs) in this field. As our work is related to style transfer 
with GAN therefore, this section explains some recent work of style 
transfer with various models of GAN.

A. Generative Adversarial Networks
Generative Adversarial Networks or GANs were proposed in 2014 

[8] and brought a revolution in the field of machine learning and 
computer vision for fake image generation. They are generative models 
and consist of two parts; Generator and Discriminator. The generator 
is a generative model which generates fake data similar to the training 
data while discriminator network detects among real and fake images. 
The uniqueness of GAN is that both generator and discriminator train 
simultaneously and improve their performance with time.

GANs use different loss functions such as adversarial loss and 
cycle consistency loss in order to generate fake data. From 2014 till 
now, many variants of GAN have been proposed and they are used 
for various purposes such as image generation, style translation, 
super-resolution, and text-to-image generation [9]. Many GAN-based 
methods have been proposed for style translation specifically for multi 
domain tasks. This work also aims to produce a GAN variant which 
can perform fast style translation on human photographs. Although 
GAN and its variants have achieved high accuracy results in style 
translation tasks but still there are many challenges which are high 
computational time, need of rich resources, complexity of the model 
and unstable GAN training. There is need to sort these challenges in 
new variants of GAN for multi-domain style translation.

B. Image-to-Image Translation
Image-to-Image translation (I2I) methods are of two types; methods 

with paired data and methods without paired data. Firstly, Isola et al.  
[10] proposed pix2pix GAN with paired training samples. There are 
some other examples of I2I methods with paired training data in [11] 
and [12]. CycleGAN [1], ComboGAN [13], and StarGAN [14] are some 
examples of image-to-image translation with GAN in an unsupervised 
way. They performed style translation on multiple domains without 
paired examples and used as base work for other papers. Our method is 
also based on CycleGAN because it serves as a general purpose solution 
for various style translation tasks. In addition, we use transformer 
module of Gated-GAN to perform multi-domain style translation as 
CycleGAN requires multiple discriminators and generator module to 
perform multi-domain style translation. Hu et al. [15] proposed a style 
transfer model based on CycleGAN and VGG model. However, they 
used only one GAN structure instead of using two GAN. In order to 
preserve the semantic content of image, they used VGG network as a 
feature map. I2I methods have produced improved visualized results 
in style of various domains but resultant images still contain artifacts 
and blurriness. Moreover, these methods are unable to preserve the 
complete identity of the original images especially face. I2I methods 
need improved loss functions to produce high quality stylized images 
and reconstructed images with preserved identity.

C. Painting Style Transfer
Painting style transfer or artistic style transfer is another type 

of image-to-image translation. There are various works which 
perform artistic style transfer with different deep learning models 
such as CNN and GAN. Gay et al. [16] proposed a CNN-based style 
transfer technique which performs style translation on a content 
image by transferring style of an image. However, this work was 
computationally expensive which is replaced by recent works [17]-
[20]. Zhang and Dana [21] proposed MSG-Net introducing a CoMatch 
layer in the model for style transfer. This model not only transfers the 
style to the target image, but also removes the artifacts. They produced 

better results regarding processing time and visual quality. Most of 
research is based on different types of style loss function used in style 
translation. For example, adversarial loss [8], perceptual loss [19], 
content loss [16], [22]. Huang et al. proposed a brush-based approach 
that inherits the spirit of the stroke rendering. They transform small 
patch of images into brushstroke of the target style. Only texture and 
color are changed while keeping the geometrical shape preserved [23]. 
The above mentioned methods mostly use common painting style 
images for style translation. However, a little research work is done 
which focused on diverse and unique style translation with the help 
of GAN. Therefore, this article is a contribution in this field. As we 
consider diverse multiple domains and perform style translation using 
one GAN model with fast training. 

III. Overview of the Proposed Model

We propose Diverse Domain Generative Adversarial Network (DD-
GAN) for multi-domain style translation on human photographs. This 
model specifically focuses on how we can apply different painting 
styles of artists on human faces and convert them to charming 
portraits. For this purpose, we adopt an architecture that consists of 
an encoder, decoder and number of transformers to perform style 
translation. However, we adopt an efficient training strategy with 
new loss functions in both generator and discriminator of our model. 
To stabilize training, we use PReLU in generator and LeakyReLU in 
discriminator of our model. Moreover, we use Smooth L1 function 
in reconstruction loss formula. Because Smooth L1 loss function has 
more benefits over L1 and L2 loss function as it combines advantages 
of both L1 and L2. Furthermore, it speeds up the training process. 
This loss function gives better results for reconstructed images 
as compared to other state-of-the-art methods. Further, we adopt 
2D-Instance normalization to speed up the process of stylization. 
We modify ordinary weight initialization method in discriminator 
and generator model with Xavier weight initialization method. Our 
model is simple to adopt yet fasten for diverse style translation on 
human face photographs. The training time of the proposed model 
is decreased because small number of residual blocks. Moreover, we 
use various evaluation metrics to inspect the efficiency of model. 
For content images, we use Helen dataset as portrait of human. For 
style images, we use four diverse styles to train our model i.e. wall 
mural, iconography, painting and Albrecht Durer. All four style 
images categories are different from each other in terms of texture 
and pattern. Fig. 1 explains the working of the proposed model. The 
generator consists of encoder, list of transformers, decoders and 
instance normalization with PReLU activation function that is used 
in generator. The encoder contains three convolution layers and the 
decoder contains four residual blocks. The discriminator model we 
adopt is commonly used PatchGAN with two loss functions. Details of 
these components are explained in the next sections. 

A. Auto-encoder With Transformers
In DD-GAN, we have a generator G which consists of an encoder 

E, decoder D and a number of transformers T, and a discriminator D. 
The number of T depends upon number of styles i.e. you can extend or 
decrease T based on choice of your style domain. The transformer is 
basically a number of the residual block and output of encoder (feature 
maps) is input of the residual block in Transformer T. The residual 
block consists of a stack of layers and it provides output of a specific 
layer to any other deep layer in the block. The basic purpose of using 
the gated transformer is to add multiple styles in a single generator. 
In our case, we have two domains of images namely; Human face 
photographs xi ϵ X and famous artistic painting images yi ϵ Yk where k 
means number of style domains. In our case, we set k=4 because there 
are four diverse domains. There are no paired examples for these two 
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domains as it is a kind of unsupervised style translation like Cycle-
GAN. There are two mapping functions in generator i.e. H and F. The 
aim of H mapping function is to generate a fake image y by translating 
painting style to human face photographs i.e. H : x→y. Then, we have 
an inverse mapping function F which converts the translated image 
back to its original state i.e. F : y→x. There is one encoder E in our 
generator G which encodes the important features of the input image 
into the feature space E(x) and gives it to Transformer T. This encoder 
comprises of several convolutional layers, while a convolutional layer 
is the main component of any deep neural network and comprised 
of various kernels or filters. The transformer T consists of 1 residual 
block and the decoder consists of four residual blocks. The transformer 
T takes the encoded input from encoder and assigns a specific style k 
to that input. It aims to give an output like G(x, k). The output of these 
5 residual blocks is activation T(E(x)). Next, we have a decoder Dco 
which consists of fractionally strided convolution layers. The purpose 
of decoder D is to transform the T(E(x)) into output image G(x) i.e. Dco 
(T(E(x)) = G(x).

B. Discriminator of DD-GAN
The role of discriminator D is to distinguish among real y and 

fake samples G(x). Therefore, in DD-GAN, we have two separate 
discriminators Dy and Dx for both mapping functions H and F. The 
discriminator Dy learns to discriminate real paintings and fake 
generated painting, while D identifies among real photographs and 
reconstructed photographs. We train generator with PReLU and 
discriminator with LeakyReLU which helps to fasten and stabilize the 
training process. The loss functions in GAN play a very important 
role for stabilizing training procedure and better quality generation 
of images. In our model, we use four different loss functions: auto-
encoder loss, total variation loss (TV), mean square error (MSE) and 
cross entropy (CE) loss.

C. Loss Functions
We adopt four loss functions in our model i.e. Mean Square 

Error (MSE), Smooth L1 reconstruction loss, total variation loss 
(TV), and cross entropy (CE) loss. First loss function is Least Square 
Generative Adversarial Network (LSGAN) loss which trains D and G 
simultaneously like a minimax game [24]. LSGAN can be implemented 
with the help of Mean Square Error (MSE). LSGAN helps to get non-
saturating and smooth gradient in the discriminator D and it is defined 
as:

 (1)

where D(G(x)) means that discriminator is provided a fake input 
to identify it. And D(y) means that we give the target label to the 
discriminator to identify among real and fake labels. The second loss 
function is auto-encoder reconstruction loss which is defined between 
real input x and reconstructed image . We use this loss function by 
combining both encoder and decoder module i.e. E and Dco. Auto-
encoder reconstruction loss reduces the possible mapping function 
i.e. provides unique solutions and diverse outputs. We use Smooth L1 
loss function between reconstructed image and original image and it 
is defined as:

 (2)

where Dco is decoder and 𝔼 (x) is encoded feature space. And 
Dco(E(x)) means identical output like input x. Smooth L1 loss function 
is also known as Huber Loss and it is less prone to outliers as compared 
to MSE loss function. It is a combination of L1 and L2 loss functions. 
When training with L2 loss functions, there are chances of gradient 
exploding. Smooth L1 loss [25] eliminates this limitation and it is 
defined as:

 (3)

where

 (4)

where x and y contain n different elements and have random 
shapes. Smooth L1 loss acts like a combination of L1 and L2 losses. 
When the absolute value is near to zero it acts like L2 loss and when 
its value is high it acts like L1 loss function. It combines two major 
benefits of L1 and L2 loss functions which are steady gradients for 
high values of x and low oscillations for small values of x. With the 
use of Smooth L1 loss, our model generates reconstructed images 
with small amount of outliers and fastens the training process. As 
there are multiple styles in DD-GAN, so the model may get confused 
between multiple styles. Therefore, we use an auxiliary classifier to 
discriminate the style categories [6]. To calculate auxiliary classifier 
loss, we use Cross Entropy loss (CE) to measure the performance of 
discriminator model whose output is among 1 and 0. It compares the 
label with discriminator prediction and it is defined as:

 (5)

Generator

Encoder

Content + Target
Images

TV
MSE

SmoothL1
CE

MSE
CE

PatchGAN Discriminator

Loss Functions

Real or Fake

Stylized Images

PReLU

Convolutional Layer

Residual Block

Transformer

Decoder

Instance Normalization

Fig. 1. The architecture of DD-GAN. It consists of an encoder, decoder and four transformers. The discriminator takes the real images and generated images and 
identifies whether they are real or not. 
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where c means the index of style collections K i.e. C ϵ 1, 2, 3. . . K. 
And c is an auxiliary classifier. More details of this loss function can be 
seen in [6]. The last loss function is total variation regularization loss 
or TV loss which helps to get smoother generated images i.e. G(x, c). It 
is defined as [19], [26], [27]:

 (6)  

The overall loss function for generator G is described as:

 (7)

Where α, β, γ are hyper-parameters of weight consistency.

D. PReLU-based Generator 
The activation function plays a significant role in neural networks 

especially in GAN. In most GAN models, we see that ReLU activation 
is used in the generator while LeakyReLU activation is used in the 
discriminator. It is popular to use them as activation functions in 
many neural networks. In any deep learning model, the activation 
function plays a vital role. Therefore, it is very important to choose a 
suitable activation function while designing your own model. In our 
model, we choose Parametric Rectified Linear Unit (PReLU) instead 
of ReLU activation function in our generator model and LeakyReLU 
in the discriminator. PReLU adds additional parameters as compared 
to ReLU. The convergence rate of PReLU is faster as compared to 
other activation functions such as ReLU and sigmoidal. Therefore, 
the ultimate purpose of using PReLU activation function in the 
generator model is to automatically tune the parameters which helps 
in improving the accuracy rate [28], [29].

E. Network Architecture
We use the network architecture proposed by Chen et al. [6] but 

with some modifications. In DD-GAN, we have three basic modules 
named encoder, decoder and transformer. The generator contains 
three modules named encoder, decoder and transformer. The 
discriminator is used to identify that the image is real or fake. Table 
I shows the layers specification of our network. The encoder consists 
of three layers of Conv2D with instance normalization and PReLU as 
activation function. Zuo et al. proposed DPGAN [28] to use PReLU in 
generator while LeakyReLU in discriminator. Therefore, by following 
it, we are using the same in our model. We use one residual block in 
Transformer with PReLU and instance normalization. While decoder 
consists of 4 residual blocks, 2 transpose Conv2D, and 1 Conv2D layer 
along with PReLU and instance normalization. We reduced the number 
of residual block from five to four in decoder to make the model less 
complex and to fasten the training process. We use one up sampling 
and three down sampling layers in our encoder. We use Markovian 
Patch GAN architecture for the discriminator because it has a small 
number of parameters which can applied to various sizes of input [1]. 

This type of discriminator is effective because it assumes independence 
among all pixels separately, while these pixels are separated by a patch 
diameter. The discriminator contains five Con2D layers with instance 
normalization and LeakyReLU activation function.

F. Instant Normalization and Xaviar Weight Initialization
We use instance normalization in all layers of the encoder, residual 

block and decoder. Also, we use instance normalization in all layers 
of discriminator [30]. Replacing batch normalization with instance 
normalization produces better results especially for style generation 
tasks. It is better than batch normalization because it independently 
normalizes all elements of the batch. While training any neural 
network, the weight initialization is an important step. Too much small 
weights can lead to vanishing of gradient while too large size weights 
can lead to explosion of gradient. Xaviar weight initialization [31] 
method solves this problem by keep the variance same in each layer 
of the network. Therefore, we use Xaviar weight initialization method 
because it also gives good performance for style translations tasks [32]. 
Our model consists of Conv2D layers, therefore we initialize weight 
with Xaviar normal technique in both generator and discriminator 
models. As compared to normal weight initialization method, it selects 
the weight from Gaussian distribution with values zero mean and 1/n 
variance, where n denotes the number of neurons in input [33].

IV. Datasets and Experiments

A. Datasets

1. Helen Dataset
This paper proposes a model for painting style transfer with diverse 

domains and five diverse datasets are used for experiments. We use 
Helen dataset as a content resource. Helen dataset is a famous dataset 
for facial recognition task. We use images of these datasets as content 
images in our model. All images in this dataset are portrait images 
of human faces. This dataset contains 2000 training images and 330 
testing images [34]. We use 856 images for training purpose. For style 
exemplar, we use four different datasets from Kaggle. They are Wall 
Mural1, Iconography2, The Work of Painting2 and Albrecht_Durer3.

2. Wall Mural
Mural is a kind of art which is applied directly on some wall, 

surface or ceiling. Wall Mural is a collection of wall mural painting 
collected from Kaggle. In this dataset, there are 10,200 images of 

1  https://www.kaggle.com/vbookshelf/art-by-ai-neural-style-transfer
2 https://www.kaggle.com/thedownhill/art-images-drawings-painting-
sculpture-engraving.
3  https://www.kaggle.com/supratimhaldar/deepartist-identify-artist-from-
art/data

TABLE I. Generative and Discriminative Network of DD-GAN

Encoder Transformer Decoder Discriminator

Conv2d(C=3,F=32, 
Instance2D,K=7,S=1) PReLU

Conv2d(F=64, Instance2D,K=3,S=2) 
PReLU

Conv2d(F=128,Instance2D,K=3,S=2) 
PReLU

RB(F=128, Instance2D,K=3,S=2) 
PReLU

4RB(F=128,Instance2D,K=3,S=2) PReLU

ConvT2d(F=128,Instance2D,K=3,S=1/2) 
PReLU 

ConvT2d(F=64,Instance2D,K=3,S=1/2) 
PReLU

ConvT2d(F=3.Instance2D,K=7,S=1) tanh

Conv2d(C=3,F=64, 
Instance2D,K=4,S=2)LeakyReLU

Conv2d(F=128, 
Instance2D,K=4,S=2)LeakyReLU 

Conv2d(F=256,Instance2D,K=4,S=2)
LeakyReLU

Conv2d(F=512,Instance2D,K=4,S=2)
LeakyReLU

Conv2d(F=1,K=4, S=1)

Conv2d(nstyles, K=1, S=1)

https://www.kaggle.com/vbookshelf/art-by-ai-neural-style-transfer
https://www.kaggle.com/thedownhill/art-images-drawings-painting-sculpture-engraving
https://www.kaggle.com/thedownhill/art-images-drawings-painting-sculpture-engraving
https://www.kaggle.com/supratimhaldar/deepartist-identify-artist-from-art/data
https://www.kaggle.com/supratimhaldar/deepartist-identify-artist-from-art/data
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human portraits in mural style. The size of images is 400×300 pixels. 
We take 500 images from this collection as our first style domain.

3. Albrecht Durer
Albrecht_Durer is a collection of a German artist Albrecht Durer 

(1471-1528). His paintings mostly consist of portraits, water colors 
and altarpieces. We use 324 images from his collection of drawing 
and engravings. This collection includes black and white, gray color 
based engraving drawings of this artist. We use these images as our 
second domain.

4. Iconography
The Iconography is a collection of icons and works of old Russian 

applied art, ranging from the artists of 10th to the 18th centuries. We 
take 500 images from this collection as our third style domain.

5. The Work of Paintings
The Work of Paintings is a collection of Russian Museum’s paintings 

by artists of 18th, 19th and 20th centuries. We take 500 random images 
from this collection. All images are mostly the self-portrait with dark 
brown, red and gray texture. These paintings are very colorful, bright 
and clear in content. Therefore, our total number of images in style 
training dataset is 1824 while 500 images of Helen as training content. 
We use 330 images of Helen dataset for testing. Fig. 2 shows all style 
images that are used in experiments. All categories of painting possess 
diverse characteristics which can be seen in Fig. 2.
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Fig. 2. All four diverse style painting images.

B. Training Strategy 
We use batch size of 1 with 120 epochs for trainings. The load size 

of images is 128×128. The reason of small size of images is to reduce 
the computational cost. However, for testing phase, we use the original 
size of images i.e. 256×256 to evaluate the performance. Other details 
of parameters used in DD-GAN are given in Table II. 

TABLE II. Experimental Settings for DD-GAN

Parameters Value
Epoch 120

Batch size 1

Input size 128 ×128

λA 10

Learning rate 0.0002

TV weight 1e-6

No of styles 4

Decay epochs 80

Reconstruction weight 10

β1 and β2 0.5 and 0.999

V. Results and Analysis

A. Qualitative Results
Fig. 3 shows qualitative results of DD-GAN with Helen dataset and 

other four style datasets Wall Mural, Painting, Iconography, Albrecht 
Durer and reconstructed images. We take human face photographs 
from Helen dataset as a content image and apply style transfer process 
on these images after training. We can see the newly generated style 
transferred images along with reconstructed images. From Fig. 3, we 
can see that style transfer to iconography and painting images are 
visually less attractive as compared to Wall mural and Durer images. 
The reason of this difference is because of dynamic nature of both 
datasets iconography and painting as both of these datasets contain 
paintings from different artists. Therefore, it is difficult to train the 
model. Contrary, Wall Mural and Albrecht Durer are two datasets 
which contain paintings of one artist and are of same type. Therefore, 
the resultant images are more appealing and better as compared to the 
other two datasets. And, reconstructed images are very much similar 
to the original images because of Smooth L1 loss function. 

Wall Mural DurerInput ReconstructedPaintingsIconography

Fig. 3. Qualitative results of DD-GAN on Helen dataset.

Another important thing is the preservation of shapes and edges 
of human faces after style translation. We can observe that the 
important features of faces are preserved after style translation. The 
aim of DD-GAN is to make sure the preservation of face identity. As 
in style translation, we do not want to change the content and lose its 
original identity. In Fig. 4, we compared Gated-GAN with DD-GAN in 
reconstruction phase. We observed that black empty hole were present 
in most of reconstructed images of Gated-GAN. We zoomed and 
cropped these images and showed them in Fig. 4. The improvement in 
results is because of reconstruction loss formula which is comprised 
of Smooth L1. It helped in achieving better results by removal of 
distortion in generated images.

However, our results are quite better but little blurry as compared 
to Gated-GAN. In Fig. 5, we visually compare results of Gated-GAN 
with our model for style domain Iconography. Gated-GAN performed 
better as compared to our model in terms of texture appearance. It is 
obvious in this figure, that Gated-GAN learned texture and style of 
Iconography dataset in more efficient way and then implemented it 
on Helen dataset. However, it failed to preserve the content i.e. face 
of person. Contrary, our model preserved the identity but failed to 
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transfer color and style texture of target dataset. Further, our resultant 
images contain less distortion as compared to the base model which 
shows superiority of our model up to some extent. In Fig. 6, we 
compared some style transferred images of DD-GAN and Gated-GAN. 
All four style domains i.e. wall mural, iconography, painting and 
Durer are compared in this figure. It is obvious from this comparison 
that our results are better as compared to the other model especially 
for mural, painting and Durer. However, Gated-GAN showed better 
results for iconography style domain as compared to DD-GAN. Our 
model generated style transferred images with less distortion with 
more clear representation of texture of target domain. However, 
Gated-GAN produced images with noise such as visible black dots. 

(a) Original (b) DD-GAN (c) Gated-GAN

Fig. 4. Comparison between reconstructed images of Gated-GAN and DD-
GAN.

(b) DD-GAN(a) GatedGAN

Fig. 5. Visual comparison of Iconography style transfer on Helen dataset.

Mural

Original Gated-GAN DD-GAN

Iconography

Painting

Durer

Fig. 6. Comparison of our model with the base model for all four style domains.

B. Discussion on Evaluation Metrics With Quantitative Results
In this section, we explain some popular evaluation metrics to 

inspect quality of generated images especially with GAN. There are 
some common evaluation metrics such as FID, MSE, PSNR, SSIM and 
MS-SSIM for the assessment of image quality [35]. Therefore, we use 
these five evaluation metrics to quantify our results. Mean Square 
Error (MSE) calculates the average of the square of difference among 
the target image and generated image. An MSE with small value shows 
higher similarity while MSE with high value shows less similarity. A 
smaller MSE value means that model is performing well. For example, 
zero MSE means that model is perfect that means the two images 
are identical. Peak Signal-to-Noise Ratio (PSNR) is an expression of 
ratio between signal and noise, where noise is the error produced by 
compressed image and signal depicts original image. The more the 
value of PSNR means better results. The more value of PSNR means 
that two images are more similar [35]. Structural Similarity Index 
(SSIM) [12] was proposed by Wang et al. to inspect the quality of an 
image. It is a perceptual evaluation metric and it calculates the image 
quality degradation. The values closer to 1 means high accuracy and 
values closer to zero mean less accuracy.

We use SSIM to check the similarity among original image and fake 
generated image after applying style transfer. Extensive version of 
SSIM is MS-SSIM [36] (Multi-Scale Structural Similarity Index) that 
calculates the similarity index among two images at different scales. 
It performs better than SSIM. All of above metrics are not enough 
to inspect efficiently the visual quality of images. Therefore, we use 
another state-of-the-art metric Frechet Inception Distance (FID) for 
our generated images. FID is a metric which is proposed to inspect 
quality of generated images especially by GAN. It is an improved 
version of Inception score. It takes a collection of original images 
and generated images by GAN. It basically calculates the distance 
among two different types of collection of images. FID for same 
collection of images becomes zero. The more the FID score, the more 
difference among two collections exits [37]. Fig. 7 shows FID score of 
all categories of our diverse style domains. We used two categories 
(original and style transferred) to calculate FID score. We can see the 
reconstructed images obtained the best FID score i.e. lowest score. 
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Fig. 7. Fid score for original images and style transferred images. Black lines 
on bars show the best fid sore.

However, Iconography obtained highest fid score which shows 
the average quality of style transferred images for this category. The 
reason of best fid score of reconstructed images is that the images are 
more similar to the original images. However, when we apply style to 
content images then texture and color of these images become change. 
Therefore, fid of style transferred images is slightly higher as compared 
to reconstructed images. If we compare all four style categories, we 
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can observe that Painting images obtained best FID score as compared 
to rest of three categories. The reason of this lowest score is the less 
dynamic nature of this dataset. However, the Iconography paintings 
obtained highest fid score because the collection of these paintings 
possesses diverse styles. In Fig. 7, we compared FID scores of both 
models. Gated-GAN obtained less FID score for reconstructed images 
and Iconography as compared to our model. However, it produced 
high FID score for Durer, Wall Mural, and Painting datasets. Table III 
shows the comparative analysis among Gated-GAN and our model for 
reconstruction images. We take average of 15 images in testing phase 
for both Gated-GAN and DD-GAN.

TABLE III. Comparative Analysis Of Various Error Rates of 
Reconstructed Images

MSE PSNR SSIM MS-SSIM
Gated-GAN 699.3 19.97 0.32 0.10
Our Model 618.96 20.41 0.32 0.09

The values in Table III are comparison between original image 
and reconstructed image after applying style translation. Our model 
gives less MSE and higher PSNR value as compared to Gated-GAN 
which shows the superiority of our model. Because we used Smooth 
L1 loss function in our reconstruction phase, therefore the results 
are better as compared to Gated-GAN. However, our model obtained 
low accuracy values for MS-SSIM as compared to Gated-GAN, while 
SSIM values are the same for both models. In Table IV, we present 
MSE, PSNR, SSIM and MS-SSIM values of all four style categories. The 
Painting category achieved the best results as compared to remaining 
three style domains which shows its better visual quality. Among all 
datasets, Albrecht Durer obtained highest MSE and lowest PSNR which 
shows the complex nature of this dataset. There is always a trade-off 
between accuracy and computational time of any neural network. The 
best model focuses not only on achieving high accuracy but also on 
decreasing computational time. Therefore, we also compare different 
times for training and testing phases. Table V and VI compare time 
complexity of our model with the base model Gated-GAN.

TABLE IV. Comparative Analysis of Various Error Rate on All Four 
Style Transferred Images

MSE PSNR SSIM MS-SSIM
Wall Mural 960.62 18.43 0.15 0.04

Albrecht Durer 2139 15.29 0.21 0.02
Painting Images 854.59 19.47 0.24 0.05

Iconography Images 1383 16.55 0.10 0.003

TABLE V. Comparative Analysis of Training Time for 1 and 120 Epochs

Gated-GAN DD-GAN
Each Epoch ~4 to 5 minutes ~4 minutes 
120 Epochs ~7 hours 54 minutes ~7 hours 30 minutes

TABLE VI. Elapsed Time for Reconstructon of Images During Testing 
Phase

Gated-GAN DD-GAN
MS-SSIM+ SSIM (ms) 20.86 19.46

MSE+PSNR(ms) 1.6 1.8

Table V shows time for first epoch and 120 epochs of Gated-GAN 
and DD-GAN during training phase. Our model completes training 
in less time as compared to the other. The reason is using a small 
number of residual blocks in generator and using of PReLU activation. 
This proves our model is a fast style transfer model for different 
types of images. Table VI compares time for reconstruction of images 
during testing period. During the testing phase, Gated-GAN achieved 

minimum time for the calculation of MSE and PNSR values and DD-
GAN obtained minimum time for the calculation of SSIM and MS-
SSIM. We also compared our model results with CycleGAN in terms 
of FID score. As CycleGAN is two domains generated network which 
can transfer to one style at a time. Therefore, we performed style 
transferred for two domains separately i.e. wall mural and Durer. Also, 
we checked the quality of reconstructed images after style translation. 
We noted that it took a lot of time to train CycleGAN with only one 
style domain. Results are comparative with our model and Gated-GAN 
but the drawback is domain limitation and computational time. Table 
VII compares FID score of our model with CycleGAN. Moreover, we 
conducted a short survey about quality of generated images of our 
model with base model. Results of this survey are given in Fig. 8. A 
total of 100 responses were received for this survey. We randomly 
choose images generated from Gated-GAN and DD-GAN from all 
style domains including reconstructed images. Then, we ask users 
to choose the best among two in each category. The purpose of this 
survey was to get feedback from people who do not belong to this 
field and only choose image according to its visual appearance. For 
our model, we received 64.52% positive responses while 42.2% positive 
response for base model. This shows better performance of our model. 
Category wise responses can be seen in Fig. 8.

TABLE VII. Comparison of FID Score for Cyclegan and DD-GAN

Style Domains FID score
Wall Mural (CycleGAN) 255.60
Wall Mural (DD-GAN) 244.03

Durer (CycleGAN) 260.267
Durer (DD-GAN) 372.87

Reconstructed Images (CycleGAN) 89.86
Reconstructed Images  (DD-GAN) 144.48
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Fig. 8. User survey about style generated images between two models.

C. Ablation Study of Loss Function
In this section, we check the significance of all loss functions used 

in our model. The purpose is to ensure the usage of each loss function 
that either it is making some contribution in improvement of results or 
not. For this, we performed various experiments with removal of one 
loss function. Table VIII shows results of these experiments. Firstly, 
we check the significance of Total Variation (TV) loss in our model. 
We removed it and then accomplished our training. A clear fall in 
accuracy can be seen in Table VIII. The reason is that TV loss is used 
to remove noise by making sure the smoothness and spatial continuity 
in generated images. Therefore, when we removed it, increase in FID 
score and MSE, decrease in PSNR, SSIM and MS-SSIM can be seen. The 
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second important loss function is reconstruction loss which plays an 
efficient role in performance of our model. As our model contains an 
encoder, decoder that makes it an auto-encoder. Basically, auto-encoder 
compressed an image to spatial features then reconstructs the image 
from these features. Hence, there is loss of some pixels and degradation 
of quality in generated image. For this purpose, reconstruction loss 
is proposed to measure the distance among original image and 
reconstructed image. There are many ways to implement this loss. In 
our model, we use Smooth L1 as a reconstruction loss function. When 
we remove this loss from our model, a sharp decrease of model’s 
performance can be seen in Table VIII. This proves the importance 
and value of reconstruction loss in our model. We also compared 
training time with and without these loss functions. Table IX shows 
results of these experiments. The removal of TV and reconstruction 
losses leads to reduction the training time and accuracy. When we 
removed auxiliary classifier loss from our model, it resulted in no 
discrimination of style generated images. For example, we select Durer 
style to transfer on content image during testing and it gives us output 
image with painting style. Also, the quality of generated images is not 
good because loss of content structure i.e. face. Examples of some of 
these images are given in Fig. 9. In this figure, all three images were 
assigned Durer style domain at time of testing but the model failed to 
adopt this style and transferred mixture of other style domains. This 
proved the significance of auxiliary classifier loss in our model.

TABLE VIII. Ablation Study of Loss Functions in Our Model

FID MSE PSNR SSIM MS-SSIM
DD-GAN 144.48 618.96 20.41 0.32 0.09

DD-GAN without TV loss 139.82 680.1 20.2 0.31 0.057

DD-GAN without 
reconstruction loss

468.30 1008 18.01 0.181 0.024

TABLE IX. Time Consumed for Training With and Without Loss 
Functions

Time
Wall Mural (CycleGAN) 255.60
Wall Mural (DD-GAN) 244.03

Fig. 9. Generated images with no AC loss in Durer style domain.

D. Discussion
The major issue in style transferred methods is their evaluation. 

There is no exact parameter of comparing style generated images. 
Some researchers use feedback from different people to compare 
images [38]. While some use evaluation parameters such as FID, MSE 
etc. But there is no guarantee that small MSE means good results. 
During our experiments, we observed that some poorly generated 
images produce small MSE and high PSNR. And some best style 
transferred images show high MSE and low PSNR. This is the reason 
we used multiple evaluation parameters to compare our results. We 
tried our best to present the results and comparison in an efficient way. 
Firstly, we compared our results with base work i.e. Gated-GAN at 120 
epochs. Table V shows the comparison among DD-GAN and Gated-
GAN for computational time. It is clear that our model performs faster 
on the same dataset. We used a different approach in our model and 

training strategy which results in fast computational time and results 
are almost the same like original Gated-GAN. Increasing training time 
may result in better visualization results. However, our method DD-
GAN is fast as compared to original Gated-GAN. Our method can 
be applied to those problems where fast computation and results are 
required. The reason of fast time processing is our simple architecture 
and choice of loss function that results in rapid results. We faced two 
main limitations of our model DD-GAN. First is the production of 
artifacts in generated images especially for style domains Painting and 
Iconography. The reason is complex and dynamic nature of these two 
datasets. These two datasets contain paintings from multiple artists 
and possess different style and color texture. Hence, some generated 
images after style transfer contain artifacts on images which spoil the 
face of a person. The second limitation is production of blurry images 
in the reconstruction phase. 

VI.  Conclusion and Future Work

In this work, we proposed a novel and fast GAN variant named 
DD-GAN (Diverse Domain Generative Adversarial Network) for 
diverse painting style transfer on human face photographs. The DD-
GAN applies different styles on human faces and converts them into 
realistic and beautiful art pieces using one GAN model. The purpose 
of this research is to add a contribution in the field of neural style 
transfer specifically for painting style transfer to human faces. We 
used a new loss function in our model in order to increase the accuracy 
and decrease the computational cost. Moreover, we used PReLU 
activation function in our model in order to improve the results. We 
have obtained a state-of-the-art qualitative and quantitative results 
which shows the efficiency of our model. In the future, we want to 
use more dynamic and complex datasets for training. Moreover, 
we want to improve the visual quality of newly generated images 
without increasing computational time. This work can be extended 
by performing training with more iteration which is possible by the 
availability of resources. As we lack rich resources, therefore we 
performed and compared results with small number of epochs. In 
the future, we aim to improve the visual results by using efficient 
resources with less complex model. 
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Abstract

Most existing multi-label classification models focus on distance metrics and feature spare strategies to extract 
specific features of labels. Those models use the cosine similarity to construct the label correlation matrix to 
constraint solution space, and then mine the latent semantic information of the label space. However, the label 
correlation matrix is usually directly added to the model, which ignores the interactive causality of the correlation 
between the labels. Considering the label-specific features based on the distance method merely may have 
the problem of distance measurement failure in the high-dimensional space, while based on the sparse weight 
matrix method may cause the problem that parameter is dependent on manual selection. Eventually, this leads 
to poor classifier performance. In addition, it is considered that logical labels cannot describe the importance 
of different labels and cannot fully express semantic information. Based on these, we propose an Interactive 
Causal Correlation Space Reshape for Multi-Label Classification (CCSRMC) algorithm. Firstly, the algorithm 
constructs the label propagation matrix using characteristic that similar instances can be linearly represented 
by each other. Secondly, label co-occurrence matrix is constructed by combining the conditional probability test 
method, which is based on the label propagation reshaping the label space to rich label semantics. Then the 
label co-occurrence matrix combines with the label correlation matrix to construct the label interactive causal 
correlation matrix to perform multi-label classification learning on the obtained numerical label matrix. Finally, 
the algorithm in this paper is compared with multiple advanced algorithms on multiple benchmark multi-label 
datasets. The results show that considering the interactive causal label correlation can reduce the redundant 
information in the model and improve the performance of the multi-label classifier. 
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I. Introduction

WITH the continuous development of machine learning, 
classification models have evolved rapidly. However, in actual 

scenarios, there are still problems such as unbalanced classification, 
multi-layer and multi-label. In multi-label classification, labels 
with complex dependencies are more likely to identify the same 
instance. Therefore, labels correlation is mostly considered when 
performing multi-label classification. The consideration of the unique 
characteristics of labels effectively reduces the difficulty of capturing 
important information from high-dimensional data to construct 
competitive classifiers. These all require in-depth exploration of 
potential associations or dependencies between labels [1].

In order to mine the potential information of the label space, one 
method is to use the feature sparsity strategy to extract the specific 
features of the label. Algorithms based on this strategy usually use the 

l1-norm to constraint weight matrix. The l1-norm has high sparseness, 
so that only some important features contribute to the model, thereby 
extracting label-specific features. Typical algorithms include the LLSF 
algorithm (Learning Label-Specific Features for Multi-Label Classifica-
tion) proposed by Huang et al. [2]. This algorithm assumes that each 
label is only related to certain features in the original feature space. 
The highly correlated labels have similarities. The label correlation 
and l1-norm sparsity constraints are used to extract label-specific 
features. Based on the same strategy, the LSF-CI (Multi-Label Learning 
with Label-Specific Features Using Correlation Information) algorithm 
proposed by Han et al. [3] assumes that labels are only related to 
specific features. Features contribute differently to different targets. 
Similar labels have similar features. The sparse feature weight matrix 
is constructed by considering the correlation of the targets to extract 
the label-specific features. The other method is based on a distance 
measurement strategy. The main idea of this strategy is to find a set 
of measurement reference points. Then calculate the distance from 
each label of each sample to these measurement reference points. 
Finally, the measurement result is used as the label-specific features of 
each label. The typical algorithm of the measurement strategy is the 
LIFT algorithm (Multi-Label Learning with Label-Specific Features) 
proposed by Zhang [4]. The algorithm uses k-Means clustering for 
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positive samples and negative samples respectively. The obtained 
cluster centers are regarded as the center of the sample. Euclidean 
distance is used to measure the distances of all samples to these cluster 
centers to achieve the extraction of label-specific features. 

However, some label-specific features extraction algorithms 
represented by LIFT do not consider label correlation. As an 
important means of mining features and label latent information, label 
correlation is introduced into the classification model to effectively 
improve the accuracy of multi-label classification. Based on this 
concept, the LSML algorithm (Improving Multi-Label Classification 
with Missing Labels by Learning Label-Specific Features) proposed 
by Huang et al. [5] deals with the multi-label classification of the 
missing dataset by learning high-order label correlation matrix and 
label-specific features. By learning high-level label correlation, a 
new supplementary label matrix is augmented from the incomplete 
label matrix. Then, it learns a label-specific data representation for 
each type of label. On this basis, combine the learned high-order 
label correlation to construct a multi-label classifier. The FF-MLLA 
algorithm (Multi-Label Lazy Learning Approach based on FireFly 
Method) proposed by Cheng et al. [6] uses the Firefly method to fuse 
correlation information with sample similarity information. Finally, 
the classification by singular value decomposition and extreme 
learning machine has achieved certain results.

However, the existing classification algorithms only consider the 
degree of correlation between targets when contacting the correlation 
of targets, but ignore the causality that exists in the interactive causal 
correlation. Only considering the correlation of symmetric labels will 
often cause the problem of redundant information [7] in the model, 
resulting in a decrease in the performance of the classifier. In real life, 
this asymmetric correlation is also very common. A classic explanation 
is shown in Fig. 1: The crowing of a rooster symbolizes the coming of 
dawn. The reason for the rooster’s crowing is that the hormones in 
the rooster’s brain are sensitive to light. Therefore, the disappearance 
of darkness makes this physiological phenomenon occur in roosters. 
This phenomenon indicates that there is a correlation between dawn 
and rooster crowing. The dawn is the cause, and the rooster’s crowing 
is the result. However, dawn did not appear because of the rooster’s 
crowing. This phenomenon indicates that the interactive causal 
correlation between the two is asymmetric.

Causal Correlation

Rooster crowing Early morning

Fig. 1. Interactive Causal Correlation.

In multi-label learning, label objects with complex dependencies 
also have similar causality problems. Based on this fact, the ACML 
algorithm (Asymmetry Label Correlation for Multi-Label Learning) 
proposed by Bao et al. [8] uses cosine similarity to construct a label 
correlation matrix, and then measures the adjacency between labels to 
construct a label adjacency matrix. The label adjacency matrix is used 
to constrain the label correlation matrix to link the asymmetric label 
correlation. Considering the case of multi-label learning, the correlation 
between labels may come from the dependence of labels on the same 
set of features, or the dependence of one label on another label. We 
abstract the complex relationship between labels as a relationship--
”Co-occurrence” [9]. When two label objects often appear together, 
we think that they have complex dependencies. The judgment of the 
degree of dependence between two related variables requires further 
consideration of directionality. The direction of greater dependence is 
used as the standard for inferring the interactive causal relationship 

between labels. Generally, we measure the co-occurrence relationship 
by the method of conditional probability (conditional independence 
test) [10]. That is, the probability P (Label2 | Label1), which represents 
the probability of the appearance of Label2 under the condition of 
the appearance of Label1. When this probability is greater than a 
specific threshold, we think that Label1 and Label2 have a dependency 
relationship. At the same time, the label-specific features take into 
account the unique characteristics of the label, which alleviates the 
high-dimensionality problem in multi-label learning to a certain 
extent. However, the failure of the distance measurement [11] and the 
problem of the l1-norm feature sparsity parameter [12] are selected 
manually still exists. The constraint-based conditional independence 
test method considers the causal relationship between the labels while 
further avoiding the problem of Euclidean distance failure in the high-
dimensional space. The use of naturally existing dependencies to 
extract label-specific features can also avoid the problem of l1-norm 
relying on manual parameter selection to a certain extent. Based on 
this, this paper proposes the Interactive Causal Correlation Space 
Reshape for Multi-label Classification (CCSRMC) algorithm. By 
using space reshaping [13] methods to solve logical targets, there are 
problems such as the inability to describe the importance of different 
targets and the inability to fully express latent information. On this 
basis, the label co-occurrence matrix is constructed by combining the 
conditional probability test method. Then it is combined with the label 
correlation matrix to construct the label interactive causal correlation 
matrix to perform multi-label classification learning on the obtained 
numerical label matrix. Taking into account the sparseness of the 
label space, the label space reshaping method is used to transform 
the original discrete label into continuous label, which is used to infer 
the interactive causal relationship between features and labels. Then 
it obtains the numerical label matrix and extracts the label-specific 
features for multi-label classification. The algorithm in this paper 
carries out comparative experiments and statistical hypothesis tests 
with multiple advanced algorithms on multiple benchmark multi-
label data sets. It also conducts ablation analysis with or without 
consideration of causality. The results of experiments and analysis 
verify the effectiveness of our algorithm.

The rest of this paper is organized as follows. In section Ⅱ, we 
introduce the model of the CCSRMC and the method to complete 
model optimization. In section Ⅲ, the algorithm pseudocode and 
complexity analysis of the proposed algorithm is given. In section 
Ⅳ, datasets, evaluation metrics, parameters setup are introduced. 
In section Ⅴ, we validate the proposed method with a hypothesis 
test and the sensitivity of the parameters was analyzed. Meanwhile 
experimental results on 14 benchmark datasets are given. Finally, we 
conclude our work in section Ⅵ.

II. The Proposed Method

A. Interactive Causal Inference Theory
Many scholars believe that there is a certain dependency in the 

correlation between things, which may lead to the asymmetry of the 
correlation. Scholars collectively call it causal inference [14]. Early 
causal inference algorithms can usually be divided into two categories: 
Constraint Based method and Function Based method. The constraint-
based method is also called the method based on the independence test. 
The basic idea is to transform the inference problem of the direction 
of dependence into the problem of judging the degree of dependence 
between two variables. This type of algorithm first calculates the 
dependence of the two directions at the same time, and then takes the 
direction with the greater dependence as the inferred interactive causal 
direction. Common algorithms based on conditional independent 
tests include Granger Causality (GC) [15], which is a classic causality 
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discovery tool, but it is only applicable to Gaussian cases. TE (Transfer 
Entropy) [16] is a non-linear promotion of GC. It uses the concept 
of information theory, which is equivalent to Conditional Mutual 
Information (CMI) [17]. In addition, you can also use the Kernel 
function [18] method and distance correlation [19] perform conditional 
independent testing. K2 search algorithm (K2 Search), PC algorithm 
(Peter-Clark) and IC algorithm (Inductive Causation) [20], etc. Causal 
inference algorithms usually have high algorithm complexity and poor 
adaptability to high-dimensional data in multi-label learning. In this 
paper, an interactive causal inference method based on conditional 
independence tests is used to infer the potential dependencies between 
multi-label learning. The label interactive causal inference method is a 
constraint-based algorithm, which ignores the influence of Confounder 
Variables. However, because only the dependency between the pair 
of variables is considered, the algorithm has low complexity and fast 
calculation speed, and can better handle high-dimensional data in 
multi-label learning.

Herein we introduce the label interactive causal inference method 
based on conditional independence test:

For a pair of variables (a, b). P(a=n) represents the probability 
when a=n. P(b|a=n) represents the conditional probability of variable 
b when a=n, let λ=P(a), μ=P(b|a). The label interactive causality 
inference method treats (λ, μ) as two independent random variables. 
The distance correlation coefficients of the two possible directions are 
calculated separately. The direction with the smaller coefficient is used 
as the inferred interactive causal direction.

Let fλ and fμ respectively denote the characteristic function of (λ, μ). 
fλ,μ is (λ, μ) joint characteristic function, then the distance covariance 

2 (λ, μ) of (λ, μ) is:

 (1)

The distance correlation coefficient  (λ, μ) is:

 (2)

If  (λ, λ) = 0 or  (μ, μ) = 0, then  (λ, μ) = 0. Suppose the multi-label 
dataset contains n instances, and l labels, then for any pair of labels 
(Xi, Yj | i, j = 1, 2, 3,…, l), n groups of variables  can be 
constructed. For variables λ and μ, matrices A and B are constructed 
as follows: 

 (3)

 (4)

The distance covariance can be calculated by:

 (5)

From formula (2) and formula (5), we can know:

 (6)

 (λ, μ) is always greater than 0. For any pair of variables (a, b):

If  b→a >   a→b, then a → b is the inferred interactive causal direction

If  a→b >   b→a , then b → a is the inferred interactive causal direction

B. Establishment of the CCSRMC Model
In multi-label learning [21], there are input training data X and label 

matrix Y, where X ∈  ℝn×d, Y ∈  ℝn×l, l is the number of labels, n is the number 
of training samples, d is the number of features. U = {(xi, yi) | 1 ≤ i ≤ n} 
is a multi-label training dataset, where  is the i-th 
feature vector,  is the i-th label vector. The task 
of multi-label learning is to find a mapping relationship f: X → 2Y. The 
general multi-label algorithm [22] model is:

 (7)

L(W) is the loss function, β is the regularization parameter, and  
W ∈  ℝd×l is the weight matrix.

Based on the original multi-label algorithm model, the algorithm 
in this paper uses the feature of linear representation between similar 
instances to construct the label propagation matrix P. We use formula 
(8) to calculate an N × N similarity matrix A between N instances:

 (8)

Where .

 (9)

The original label matrix Y is projected into a new numerical label 
matrix S through the label propagation matrix P to perform multi-
label classification learning. After the introduction of label correlation 
optimization, formula (7) can be expressed as:

 (10)

The first term of equation (10) is to minimize the error of the sum of 
squares. The numerical label vector Si is used instead of the logical label 
vector Yi. Numerical labels bring more semantic information and are 
more conducive to the correlation between contact labels. The second 
term completes the label propagation to the original label matrix Y. The 
third term indicates that the strong correlation between the label yi and 
the label yi leads to a great similarity between Wi and  Wj, where R ∈  ℝl×l 
is the label correlation matrix, which is calculated by cosine similarity. 
However, some existing multi-label learning algorithms usually 
directly add the label correlation matrix to the model to constrain the 
solution space when considering the label correlation. These algorithms 
ignore the asymmetry of the correlation relationship between labels. 
The algorithm in this paper uses the label correlation matrix and the 
label co-occurrence matrix to construct the label interactive causal 
correlation matrix. The label co-occurrence matrix analyzes the 
potential interactive causal relationship between the labels through the 
conditional probability test method. Considering all binary classifiers 
at the same time, the optimization can be expressed as:

 (11)

Based on the interactive causal inference theory, we get the 
following two definitions:

Definition 1: V is the label interactive causality correlation matrix, 
and V is a square matrix with a dimension of l × l. If Vmn = Vnm ≠ 0, there 
is a correlation between the corresponding labels. If Vmn = Vnm = 0, 
there is neither correlation nor interactive causality between the 
corresponding labels. If Vmn ≠ Vnm and Vmn or Vnm = 0, it means that there 
is an interactive causal relationship between the corresponding labels.
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Definition 2: R ∈  ℝl×l  is the label correlation matrix. C ∈  {0,  1}l×l is 
the label co-occurrence matrix. A ⨀ B is defined as a matrix operation, 
where A ∈  ℝl×l, B ∈  {0,  1}l×l. ⨀ means that if Bmn = 1, then Amn = 0. CC is 
the complement matrix of the label co-occurrence matrix C. Then the 
label interactive causality correlation matrix V is:

 (12)

ym, yn are a pair of labels, where i,  j = 1,  2,  ...,  n. According to the 
description of label interactive causal inference in section Ⅱ-A. Let  
λ = P(ym), μ = P(yn | ym). Assuming (λ, μ) is a pair of independent 
random variables, fλ and fμ are corresponding to its characteristic 
function, fλ,μ is its joint characteristic function. According to section 
Ⅱ-A:

If , then ym → yn is the inferred interactive causal 
direction.

If , then yn → ym is the inferred interactive causal 
direction.

In summary, we can get the label interactive causality correlation 
matrix V ∈  {0,  1}l×l, where Vmn = 0 means that there is no interactive 
causal relationship between the m-th label and the n-th label. Vmn = 1  
means that the direction of inferring the interactive causal relationship 
between the m-th label and the n-th label is m → n. Finally, the obtained 
label interactive causality correlation matrix is added to formula (11) 
to obtain the algorithm model proposed in this chapter:

 (13)

Where W = (W1,  W2,  ...,  Wl ) ∈  Rd×l, S = (S1,  S2,  ...,  Sl ) ∈  Rn×l, α > 0 and 
β > 0 are both parameters in the algorithms model. Then constraints to 
the reshaping process are considered to add, so that the reshaped label 
matrix S after the mapping has a small difference from the original 
label matrix Y:

 (14)

Using natural interactive causality to extract label-specific features 
can avoid the problem that the l1-norm feature sparse strategy relies 
on manual parameter selection to a certain extent. Too high or too low 
sparsity will lead to poor classifier performance. In addition, in order 
to prevent the algorithm from overfitting that may be caused by the 
reshaping of the numerical label matrix S. This paper uses F-norm to 
constrain matrix S and control the sparsity of matrix W. In summary, 
the CCSRMC algorithm model proposed in this paper is as follows:

 (15)

Where  γ > 0 is the parameter in the algorithm model. It can be 
seen from the above algorithm model that when the label matrix 
is reshaped, it will be affected by the weight W. What affects the 
weight W is not only the classification model after the label matrix is 
reshaped, but also the correlation between the labels [23]. The label 
correlation matrix is usually directly added to the model without 
considering the interactive causality of the correlation between the 
labels. As shown in Fig. 2, we construct a label co-occurrence matrix 
by combining conditional probability testing method on the basis of 
label propagation reshaping the rich label semantics in label space. 
The label co-occurrence matrix and the label correlation matrix are 
combined to construct the numerical label matrix obtained by the 
label interactive causal correlation matrix pair, so that multi-label 
classification learning is performed.
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Fig. 2. Interactive Causal Correlation Space Reshape.

C. Optimization of the Model
In this paper, the three variable matrices in the label space reshaping 

model are calculated by using the alternate iteration method. That is 
the label propagation dependency matrix P, the numerical labels matrix 
S, and the weight matrix W are used to complete the optimization of 
the entire model and refer to the literature [24].

 (16)

Where γ is parameter of the model. From the above algorithm model, 
it can be seen the numerical label matrix S is constantly changing. 
This matrix has correlation between labels, which means that when 
learning label-specific features, it will take the relevance between 
different labels into account. For the label propagation dependency 
matrix P, we can define , Through the label 
matrix S reshaped by the l2,1-norm sparse label space of the matrix, the 
variable matrix P is obtained as:

 (17)

 (18)

Where , D is the diagonal matrix. Then calculate the 
numerical label matrix S, the objective function is:

 (19)

In training, in order to minimize the risk of label reshaping model 
structure and prevent the occurrence of overfitting, the model 
parameter α appears in the objective function as the control parameter 
of the model weight penalty term. The number label matrix S is 
obtained as:

 (20)

Finally, the weight matrix W is calculated. The objective function is:

 (21)

The composite function derivation is performed on the weight 
matrix W. Split W into f(W) and g(W):

 (22)

 (23)

When learning tag information, the correlation between labels 
should be considered. The third item in the weight matrix W model 
is to use the F-norm to sparse the weight matrix W. The parameter 
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β  controls the sparsity of the weight matrix. Although formula (21) 
is a convex optimization problem, the objective function (21) is non-
smooth due to the non-smoothness of the regular term of l1-norm. For 
this reason, this paper uses the near-end gradient descent method [22] 
to solve the optimization problem of non-smooth objective function. 
The objective function becomes:

 (24)

 (25)

In formula (24), ℋ is the Hilbert space. Both f(W) and g(W) are 
convex functions and satisfy Lipschitz condition. For any matrix W1, 
W2 there are:

 (26)

Where Lg is Lipschitz constant. ∆W = W1 − W2. In the process of 
accelerating gradient descent, F(W) is no longer directly minimized. 
It is necessary to introduce the quadratic approximation F(W) of 
Q (W,  W(t)), so define Q (W,  W(t)):

 (27)

 (28)

 (29)

Given in the research in [25]:

 (30)

The sequence bt satisfies , which can increase the 
speed of convergence to O(t −2). So Wt can be regarded as the result of 
the t-th iteration of W:

 (31)

Where Sε [∙] is a soft threshold operator. For any parameter xij and 
, this function is defined as:

 (32)

 (33)

The Lipschitz constant is calculated as follows. For given W1 and 
W2, the Lipschitz condition is satisfied according to f(W):

 (34)

Therefore, the Lipschitz constant of the model is:

 (35)

III. Pseudocode and Complexity Analysis

A. Accelerated Gradient Descent
This section outlines the algorithm flow of CCSRMC. Solve the 

weight matrix W and obtain the interactive causal correlation matrix 
V. In Algorithm 1 Step 3 and Step 4 are more complicated. Where G(t) 
is an intermediate variable, f(⋅) represents the gradient, the algorithm 
complexity of calculating the weight matrix W is O(n2 d2 l + n2 
dl + dl2). In algorithm 2, the label interactive causality matrix: V is 
constructed with the conditional independence test method. Only the 
non-diagonal elements in the upper or lower triangular matrix need to 
be calculated. Therefore, the complexity of step 3 is O(l2). Step 4 has a 
complexity of O(l2/2).

The accelerated proximal gradient of CCSRMC is summarized in 
Algorithm 1. 

Algorithm 1: The Accelerated Proximal Gradient Method
Input: Training data matrix: X; Training label data set: Y; Parameters: α, β, γ
Output: Weight matrix: W.
1. Initialize: b0 = b1 = 1,  W0 = W1 = (XT X + γI)−1 XT Y
2. while not converged do

3.      

4.      

5.      

6.      

7.      t = t + 1

8. end while

B. Algorithm Pseudocode of Label Interactive Causal Inference 
Method

The label interactive causal inference method based on conditional 
independence test is summarized in Algorithm 2. 

Algorithm 2: The Label Interactive Causal Inference Method based on 
Conditional Independence Test

Input: Label matrix: S; Number of labels: l.

Output: Label interactive causality matrix: V.

1. for i = 1, 2, 3, …, n do

2.    for j = 1, 2, 3, …, n  do

3.             Construct P(ym) and P(yn |  ym), calculate

                        

                Construct P(yn) and P(ym |  yn), calculate

                        

4.   end for

5. end for 

6. If , then ym → yn is the inferred interactive causal                                          
                                     direction, Vmn = 1

     If , then yn → ym is the inferred interactive causal   
                                         direction, Vnm = 1
7. else, no causation, Vmn = 0



International Journal of Interactive Multimedia and Artificial Intelligence, Vol. 7, Nº5

- 114 -

C. Complexity Analysis
In summary, the algorithm complexity of CCSRMC is 

(ndl (nd + n + d) + nl (l2 + n3 l + n) + dl2). In order to comprehensively 
reflect the performance of CCSRMC, the algorithm complexity 
of this paper is compared with LSML [5], LSF-CI [3], FF-MLLA 
[6], LLSF [2] and ACML [8]. In comparison experiments, the 
closest comparison algorithm to the performance of this paper 
are LSML and FF-MLLA [6]. The algorithm complexity of LSML is  
O ((n + l) d2 + (n + d) l2 + ndl + d3 + l3). FF-MLLA does not give 
a specific algorithm time complexity analysis. The algorithm 
complexity of LSF-CI is O (nd2 + nd + ndl + lg2 + d3 + d2l). Although 
the complexity of the algorithm in this paper is slightly higher than 
that of the comparison algorithms, the experimental results show that 
the CCSRMC algorithm has a better classification effect on most multi-
label datasets than the comparison algorithms. Table Ⅰ summarizes the 
computational complexity of the proposed methods and comparisons.

TABLE Ⅰ. The Computational Complexity of Different Algorithm

Methods Computational complexity
LSF-CI O (nd2 + nd + ndl + lg2 + d3 + d2l)
LSML O ((n + l) d2 + (n + d) l2 + ndl + d3 + l3)
ACML O ((n + l + nl) d2 + (n + d) l2 + 3/2)
LLSF O (d2 + dl + l2 + nd + nl )

CCSRMC O (ndl (nd + n + d) + nl (l2 +n3l + n) + dl2)

IV. Experiment

A. Dataset
To illustrate the effectiveness of the algorithm, 14 multi-label datasets 

from Yahoo.com and Mulan.com are selected. Table Ⅱ is a detailed 
description. CCSRMC is a related model of multi-label classification, so 
in section Ⅳ-D, this paper selects multiple multi-label text classification 
datasets for comparison experiments. In order to reflect the universality 
of the algorithm in this paper, we also select other types of multi-label 
data sets for comparative experiments to compare and verify the 
effectiveness of the algorithm proposed in this paper. 

TABLE Ⅱ. Description of Datasets

Datasets Train Test Labels Features Domain
Birds 2 645 645 20 260 Image

Genbase2 662 662 27 1185 Biology
Enron2 1702 1702 53 1001 Text
Yeast2 2417 2417 14 103 Biology
Arts1 2000 3000 26 462 Text

Computers1 2000 3000 33 681 Text
Education1 2000 3000 33 550 Text

Science1 2000 3000 40 743 Text
Society1 2000 3000 27 636 Text

Entertainment1 2000 3000 21 640 News
Business1 2000 3000 30 438 News
Health1 2000 3000 32 612 Text

Reference1 2000 3000 33 793 Text
Recreation1 2000 3000 22 606 News

1 Yahoo Web Pages (http://archive.ics.uci.edu/ml/) 
2 Mulan (http://mulan.sourceforge.net/datasets-mlc.html)

B. Comparison Algorithm and Parameter Settings
In this experiment, five multi-label classification algorithms are 

selected for comparison with CCSRMC. LSI-CI [3] is a multi-label 
classification algorithm that promotes label-specific features learning 

by learning correlation information between features and correlation 
information between labels. Its parameters are set to α = 210, β = 28, 
γ = 1,  θ = 2−8. LLSF [2] improves the performance of multi-label 
classification by learning the cosine similarity between labels to 
perform label-specific features learning. The parameters are set to 
α = 2−4, β = 2−6, γ = 1. LSML [5] handles the multi-label classification 
of the default data set by learning high-order label correlation matrix 
and label-specific features, and the parameters are set to λ2 = 10−5, 
λ3 = 10−3, λ4 = 10−5. FF-MLLA [6] uses the firefly method to fuse 
correlation information with sample similarity information. Then it 
classifies through singular value decomposition and extreme learning 
machine. In the FF-MLLA algorithm, the number of neighbors is k=15. 
The regularization coefficient is set to 1. The kernel function chooses 
RBF. The nuclear parameter is set to 100. The training method selects 
linear regression fitting. The ACML [8] algorithm uses cosine similarity 
to construct a label correlation matrix. Then the algorithm measures 
the adjacency between the labels to construct the label adjacency 
matrix. Finally, the label adjacency matrix is used to constrain the label 
correlation matrix to link the interactive causal label correlation. Its 
parameter setting interval is α ∈  [2−10, 210],  β ∈  [2−10, 210].

C. Metric
The evaluation index of the multi-label learning system is different 

from the traditional single-label learning system. The output label of 
the multi-label learning may be partially correct, completely correct, 
or completely wrong. In this paper, five evaluation indicators that 
are widely used in multi-label tasks are compared with the above-
mentioned multi-label classification algorithms, including Hamming 
Loss, Average Precision, One-Error rate, Ranking Loss, AUC and 
Coverage rate [26] [27]. The value range of these evaluation indicators 
varies between [0,1]. For each evaluation indicator, “↑” means 
the larger, the better, and “↓” means the smaller, the better. Where  
D = {(Xit, Yil | 1 ≤ t ≤ d,  1 ≤ i ≤ m,  1 ≤ l ≤ L)} is multi-label dataset. h(∙) 
is a multi-label classifier. f(∙) is the prediction function. The definitions 
of 5 evaluation indicators are as follows:

Hamming Loss can be used to evaluate how many times a sample is 
misclassified. For example, a sample does not belong to label Li but is 
incorrectly classified into label Li. Or a sample belongs to label Li but 
is not predicted as label Li. The algorithm in this paper uses Hamming 
loss to calculate the numerical distance between the result sequence 
predicted by the classifier and the original result sequence.

 (36)

Where m is the number of samples, M is the total number of labels. 
Yi is the set of actual labels of i-th sample, Zi is the set of predicted labels 
of i-th sample. ∆ refers to the symmetric difference between the two 
sets. The smaller the Hamming loss, the better the prediction result.

In the ranking of all prediction results, the average precision 
represents the probability that the ranking is ranked before the 
labels of the related label set and belongs to the related label set. The 
indicator reflects the average precision of the classification label. This 
indicator was originally used in Information Retrieval (IR) systems to 
evaluate the retrieval performance of text sorting.

 (37)

rankf is the ranking function. When the average precision reaches 
1, the prediction effect is the best. That is, the larger the APD (f), the 
higher the performance of f(∙).

One-Error can be used to evaluate the probability that the label 
ranked first in the output result does not belong to the actual label set. It 
can reflect the times that the highest ranking object is incorrectly labeled.
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 (38)

The smaller the One-Error, the better the prediction. That is, the 
smaller the OED (f), the higher the performance of f(∙).

Ranking Loss indicates how many irrelevant labels are ranked higher 
than related labels. The ranking loss is used to indicate the average of 
the probability that a label that does not belong to the relevant label 
set is ranked in the relevant label set in the result ranking.

 (39)

The smaller the Ranking Loss, the better the prediction result. That 
is, the smaller the RLD (f), the higher the performance of f(∙).

Coverage can be used to reflect the number of labels required to 
cover all labels in the label sequence of the evaluated object.  

 (40)

The smaller the coverage, the better the prediction result, and the 
higher the performance of f(∙).

AUC (Area under the Curve of ROC) is an evaluation index that 
measures the pros and cons of a two-class model. AUC represents the 
probability that a positive example is ranked before a negative example. 
When a positive sample and a negative sample are randomly selected, 
the current classification algorithm ranks the positive sample ahead of 
the negative sample according to the calculated score value. The larger 
the AUC, the more likely the current classification algorithm will rank 
the positive samples in front of the negative samples. Therefore, the 
effect of classification is better.

 (41)

The area under the ROC curve is between 0.1 and 1. As a value, 
AUC can intuitively evaluate the quality of the classifier, the larger the 
value, the better the effect.

V. Analysis and Visualization

A. Analysis of the Results
In the experiment, this article uses a five-fold cross-validation 

method to evaluate the performance of the algorithm. Five-fold cross-
validation means that all data is randomly divided into five equal 
subsets, each subset is tested in turn, and the remaining data is used 
for training. Five-fold cross-validation is iterated five times, so the 
average value after five runs of the experiment needs to be calculated. 
The five comparison algorithms selected in this article all consider 
different symmetric label correlations.

As illustrated in Table Ⅲ, the experimental results of each algorithm 
under 14 datasets and the optimal experimental results have been 
marked in bold-type. Analyzing the above experimental results, we 
get the following conclusions: 

1. It can be seen from Table Ⅲ that in the 84 sets of experimental 
data, CCSRMC has the best results in 53 sets, with a dominant 
ratio of 63%. The evaluation index AP is significantly better than 
other comparison algorithms. The performance of 13 out of 14 
data sets is better than other comparison algorithms. In addition, 
the variance of the CCSRMC algorithm is smaller, which shows 

that the performance of CCSRMC is more stable.

2. Compared with the ACML algorithm that also takes the 
interactive causal correlation between labels into account, 
the overall performance of CCSRMC is better than the ACML 
algorithm. The reason is that although the two algorithms both 
consider the interactive causal correlation between labels, the 
CCSRMC algorithm uses the label space reshaping method to 
transform the original discrete labels into continuous labels. The 
use of continuous labels to infer the interactive causal correlation 
between features and labels cause the results of the CCSRMC 
algorithm be superior to the ACML algorithm to a certain extent.

3. The algorithm LSML combines high-order label correlation matrix 
and specific features to process the multi-label classification of 
the default data set. In the five indexes of HL, OE, RL, AUC and 
CV, the experimental results show that the algorithm CCSRMC 
proposed in this paper is significantly better than the algorithm 
LSML, which verifies the effectiveness of the algorithm in this 
paper. Thus, by considering the interactive causal relationship 
between labels, different labels with dependencies can be better 
identified and the redundant information in the model is reduced, 
which can improve the performance of the multi-label classifier to 
a certain extent.

B. Ablation Analysis
In order to verify that the introduction of interactive causal label 

correlation in the model improves the performance of the algorithm, 
we conduct related experiments for ablation analysis in this section. 
We compared CCSRMC using an interactive causal label correlation 
matrix with SRMC using a label correlation matrix. Some results are 
shown in Fig. 3. The performance of the CCSRMC algorithm using 
the interactive causal label correlation matrix is better than that of 
the CCSRMC algorithm using the label correlation matrix. It further 
illustrates the effectiveness and rationality of introducing interactive 
causal label correlation in the multi-label algorithm.

C. Parameter Sensitivity Analysis
The algorithm CCSRMC proposed in this paper has three parameters 

α, β, γ. The parameter α controls the influence of the interactive 
causal correlation between the labels on the model coefficients and 
the weight constraints that minimize structural risks and prevent 
overfitting. The parameter β controls the sparseness of label features 
extracted from the label-specific features. The parameter γ controls 
the sparsity of the numerical label matrix S. By a method that fix two 
parameter values and change one parameter value to find the optimal 
value, we found that the parameter β has no obvious change in the six 
evaluation indicators. This further verifies that we did not use l1-norm 
regularization to extract specific features, but use interactive causal 
correlation to connect specific features between labels. In this section, 
we use Bar-3 to visualize the parameter sensitivity comparison of 
parameters α and γ. The algorithm in this paper conducts parameter 
sensitivity experiments on the Emotions data set. According to the 
experimental results in Fig. 4, it can be found that the algorithm 
CCSRMC has different sensitivity to the regularization parameters 
on the six evaluation indicators. On the evaluation index of AUC, 
when the experimental interval of parameter α is set to [27, 210],  
the parameter γ is affected, which leads to the deterioration of the 
performance of the algorithm. For the HL evaluation index, as the 
parameter α interval increases, the HL index decreases and then rises. 
When the parameter α > 26, the correlation information between the 
labels obtained by the CCSRMC algorithm becomes very scarce, and 
the risk of the model structure increases, which may easily lead to 
overfitting. When the parameter γ > 22, the label specific features that 
can be extracted in the CCSRMC algorithm become very scarce, and 
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TABLE Ⅲ-A. Test Results of Each Algorithm on 6 Evaluation Indexes (Mean ± Std) 

Dataset Metric CCSRMC ACML FF-MLLA LSML LLSF LSF-CI

Birds

HL↓ 0.0475±0.0029 0.0512±0.0023 0.0476±0.0040 0.0595±0.0046 0.0506±0.0041 0.0647±0.0063

AP ↑ 0.7687±0.0304 0.7648±0.0275 0.7517±0.0247 0.7596±0.0219 0.7582±0.0350 0.6302±0.0165

OE↓ 0.2759±0.0358 0.2821±0.0301 0.3007±0.0358 0.2884±0.0458 0.2915±0.0385 0.4062±0.0233

RL↓ 0.0887±0.0143 0.0891±0.0150 0.1067±0.0116 0.0972±0.0061 0.0962±0.0232 0.2206±0.0168

CV↓ 0.1382±0.0192 0.1391±0.0210 0.1512±0.0206 0.1483±0.0162 0.1471±0.0322 0.2739±0.0156

AUC ↑ 0.9112±0.0143 0.8953±0.046 0.7714±0.0145 0.6498±0.0040 0.7690±0.0178 0.6978±0.0145

Arts

HL↓ 0.0522±0.0007 0.0536±0.0007 0.0588±0.0015 0.0582±0.0011 0.0566±0.0009 0.0561±0.0013

AP ↑ 0.6305±0.0072 0.6241±0.0141 0.5211±0.0101 0.5932±0.0069 0.5852±0.0147 0.5451±0.0100

OE↓ 0.4436±0.0087 0.4524±0.0179 0.607±0.0191 0.4762±0.0088 0.4900±0.0181 0.5090±0.0180

RL↓ 0.1350±0.0070 0.1405±0.0074 0.1571±0.0031 0.1770±0.0058 0.1841±0.0106 0.2621±0.0106

CV↓ 0.2065±0.0102 0.2141±0.0080 0.2212±0.0050 0.2567±0.0060 0.2650±0.0117 0.3448±0.0107

AUC ↑ 0.8649±0.0070 0.7832±0.0891 0.5558±0.0059 0.6723±0.0178 0.6916±0.0114 0.7102±0.0007

Computers

HL↓ 0.0326±0.0006 0.0339±0.0009 0.0383±0.0010 0.0391±0.0008 0.0389±0.0010 0.0415±0.0018

AP ↑ 0.7174±0.0034 0.7093±0.0163 0.6424±0.0041 0.6915±0.0059 0.6575±0.0064 0.5839±0.0059

OE↓ 0.3372±0.0049 0.3466±0.0171 0.4302±0.0072 0.3608±0.0060 0.4080±0.0094 0.4614±0.0072

RL↓ 0.0903±0.0043 0.0980±0.0086 0.0974±0.0044 0.1230±0.0059 0.1229±0.0059 0.2299±0.0126

CV↓ 0.1330±0.0064 0.1406±0.0106 0.1402±0.0045 0.1725±0.0051 0.1720±0.0088 0.2888±0.0170

AUC ↑ 0.9096±0.0043 0.7828±0.0916 0.6764±0.0041 0.7505±0.0165 0.6810±0.0136 0.7813±0.0068

Education

HL↓ 0.0381±0.0003 0.0371±0.0008 0.0407±0.0002 0.0411±0.0003 0.0414±0.0007 0.0418±0.0012

AP ↑ 0.6670±0.0067 0.6337±0.0153 0.5497±0.0050 0.6033±0.0082 0.5805±0.0069 0.5290±0.0166

OE↓ 0.4666±0.0083 0.4606±0.0203 0.5868±0.0079 0.4826±0.0178 0.5090±0.0070 0.5290±0.0166

RL↓ 0.0990±0.0056 0.1089±0.0057 0.1001±0.0053 0.1526±0.0068 0.1642±0.0065 0.2486±0.0081

CV↓ 0.1444±0.0053 0.1592±0.0086 0.1323±0.0067 0.2123±0.0077 0.2215±0.0068 0.3133±0.0115

AUC ↑ 0.9009±0.0056 0.8709±0.0190 0.5612±0.0037 0.6435±0.0003 0.6660±0.0160 0.6784±0.0532

Enron

HL↓ 0.0464±0.0005 0.0455±0.0006 0.0500±0.0007 0.0505±0.0014 0.0553±0.0020 0.0664±0.0066

AP ↑ 0.7061±0.0083 0.7027±0.0099 0.6546±0.0052 0.6928±0.0088 0.6609±0.0085 0.6539±0.0060

OE↓ 0.2297±0.0179 0.2279±0.0216 0.2584±0.0139 0.2444±0.0156 0.2650±0.0147 0.2644±0.0114

RL↓ 0.0841±0.0061 0.0895±0.0039 0.1000±0.0032 0.0951±0.0043 0.1258±0.0059 0.1109±0.0023

CV↓ 0.2430±0.0122 0.2547±0.0072 0.2753±0.0083 0.2695±0.0100 0.3154±0.0156 0.2779±0.0045

AUC ↑ 0.9158±0.0061 0.8367±0.0037 0.7053±0.0051 0.6329±0.0089 0.6673±0.0094 0.6307±0.0275

Genbase

HL↓ 0.0023±0.0007 0.0015±0.0004 0.9540±0.0014 0.0010±0.0005 0.4130±0.2064 0.0040±0.0012

AP ↑ 0.9946±0.0029 0.9952±0.0034 0.9926±0.0061 0.9969±0.0035 0.3133±0.1597 0.9966±0.0034

OE↓ 0.0015±0.0030 0.0015±0.0030 —— 0.0015±0.0031 0.0061±0.2239 0.0015±0.0030

RL↓ 0.0022±0.0020 0.0029±0.0025 0.0050±0.0048 0.0016±0.0028 0.0645±0.0300 0.0018±0.0030

CV↓ 0.0131±0.0049 0.0123±0.0011 0.0177±0.0084 0.0125±0.0045 0.0809±0.2143 0.0101±0.0016

AUC ↑ 0.9977±0.0020 0.8900±0.0039 0.6849±0.0288 0.7106±0.0044 0.7683±0.0303 0.5903±0.0013

Entertainment

HL↓ 0.0532±0.0010 0.0508±0.0014 0.0589±0.0005 0.0570±0.0006 0.0550±0.0015 0.0550±0.0014

AP ↑ 0.6944±0.0107 0.6925±0.0067 0.5777±0.0110 0.6731±0.0089 0.6669±0.0071 0.6351±0.0076

OE↓ 0.3948±0.0109 0.3912±0.0106 0.5668±0.0178 0.4072±0.0113 0.4092±0.0070 0.4166±0.0063

RL↓ 0.1089±0.0068 0.1163±0.0035 0.1284±0.0047 0.1422±0.0040 0.1460±0.0110 0.2215±0.0096

CV↓ 0.1523±0.0085 0.1605±0.0066 0.1661±0.0052 0.1897±0.0044 0.1918±0.0114 0.2717±0.0109

AUC ↑ 0.8910±0.0068 0.8013±0.0009 0.5879±0.0035 0.6128±0.0034 0.7600±0.1127 0.5699±0.0901
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TABLE Ⅲ-B. Test Results of Each Algorithm on 6 Evaluation Indexes (Mean ± Std) 

Dataset Metric CCSRMC ACML FF-MLLA LSML LLSF LSF-CI

Business

HL↓ 0.0278±0.0007 0.0266±0.0004 0.0261±0.0016 0.0287±0.0010 0.0295±0.0009 0.0398±0.0008

AP ↑ 0.8838±0.0055 0.8809±0.0072 0.8805±0.0110 0.8798±0.0085 0.8484±0.0090 0.7825±0.0116

OE↓ 0.1176±0.0106 0.1158±0.0074 0.114±0.0101 0.1104±0.0105 0.1452±0.0112 0.2240±0.0185

RL↓ 0.0407±0.0018 0.0443±0.0048 0.0452±0.0049 0.0485±0.0048 0.0635±0.0041 0.1036±0.0071

CV↓ 0.0818±0.0045 0.0895±0.0078 0.0833±0.0068 0.0967±0.0097 0.1096±0.0064 0.1559±0.0092

AUC ↑ 0.9592±0.0018 0.8971±0.0142 0.8520±0.0075 0.7990±0.0005 0.7168±0.0093 0.7009±0.0141

Science

HL↓ 0.0322±0.0009 0.0311±0.0006 0.0348±0.0008 0.0333±0.0007 0.0348±0.0007 0.0348±0.0007

AP ↑ 0.6041±0.0097 0.6077±0.0081 0.4556±0.0135 0.5890±0.0158 0.5521±0.0105 0.5166±0.0116

OE↓ 0.4846±0.0148 0.4772±0.0108 0.6694±0.0146 0.4884±0.0207 0.5274±0.0075 0.5512±0.0191

RL↓ 0.1171±0.0061 0.1289±0.0046 0.1568±0.0025 0.1530±0.0106 0.1774±0.0083 0.2473±0.0056

CV↓ 0.1625±0.0129 0.1778±0.0058 0.1978±0.0057 0.2048±0.0143 0.2296±0.0087 0.3027±0.0065

AUC ↑ 0.8828±0.0061 0.8600±0.0003 0.5346±0.0028 0.6415±0.0340 0.8962±0.0031 0.7624±0.0007

Society

HL↓ 0.0526±0.0020 0.0515±0.0010 0.0561±0.0015 0.0560±0.0010 0.0578±0.0011 0.0585±0.0013

AP ↑ 0.6397±0.0141 0.6360±0.0076 0.5872±0.0126 0.6128±0.0118 0.5930±0.0071 0.5158±0.0108

OE↓ 0.3946±0.0183 0.3900±0.0106 0.4634±0.0178 0.4028±0.0183 0.4462±0.0099 0.5192±0.0192

RL↓ 0.1407±0.0069 0.1517±0.0061 0.1503±0.0051 0.1879±0.0054 0.1857±0.0042 0.2820±0.0071

CV↓ 0.2245±0.0116 0.2387±0.0115 0.2274±0.0069 0.2847±0.0064 0.2755±0.0061 0.3820±0.0090

AUC ↑ 0.8592±0.0069 0.7723±0.0087 0.6280±0.0066 0.7098±0.0037 0.6449±0.0083 0.7222±0.0056

Yeast

HL↓ 0.2055±0.0038 0.2000±0.0033 0.1955±0.0072 0.2608±0.0082 0.2008±0.0036 0.0585±0.0013

AP ↑ 0.7504±0.0109 0.7570±0.0067 0.7626±0.0089 0.6102±0.0082 0.7587±0.0091 0.5158±0.0108

OE↓ 0.2407±0.0175 0.2291±0.0146 0.2304±0.0106 0.3583±0.0192 0.2275±0.0134 0.5192±0.0192

RL↓ 0.1727±0.0070 0.1706±0.0019 0.1717±0.0078 0.3463±0.0122 0.1696±0.0054 0.2820±0.0071

CV↓ 0.4510±0.0057 0.4534±0.0041 0.4543±0.0115 0.6233±0.0131 0.4530±0.0053 0.3820±0.0090

AUC ↑ 0.8272±0.0070 0.7823±0.0010 0.7499±0.0089 0.6381±0.0107 0.6710±0.0036 0.6563±0.0096

Health

HL↓ 0.0301±0.0012 0.0331±0.0008 0.0407±0.0011 0.0413±0.0006 0.0356±0.0010 0.0389±0.0009

AP ↑ 0.7840±0.0073 0.7821±0.0062 0.7069±0.0088 0.7646±0.0098 0.7571±0.0059 0.6980±0.0094

OE↓ 0.2578±0.0138 0.2510±0.0068 0.3776±0.0121 0.2644±0.0109 0.2764±0.0141 0.3172±0.0162

RL↓ 0.0609±0.0040 0.0677±0.0041 0.0685±0.0045 0.0876±0.0044 0.0905±0.0034 0.1651±0.0060

CV↓ 0.1183±0.0078 0.1286±0.0072 0.1168±0.0074 0.1591±0.0060 0.1562±0.0035 0.2456±0.0067

AUC ↑ 0.9390±0.0040 0.7906±0.0019 0.7011±0.0046 0.6954±0.0200 0.7199±0.0011 0.6435±0.0042

Reference

HL↓ 0.0004±0.0268 0.0257±0.0008 0.0292±0.0004 0.0294±0.0010 0.0280±0.0006 0.0298±0.0014

AP ↑ 0.0095±0.7090 0.7135±0.0033 0.6301±0.0078 0.7052±0.0072 0.6634±0.0129 0.5929±0.0173

OE↓ 0.0122±0.3760 0.3642±0.0090 0.4658±0.0084 0.3666±0.0088 0.4020±0.0144 0.4692±0.0178

RL↓ 0.0045±0.0891 0.0930±0.0047 0.0934±0.0047 0.1070±0.0060 0.1398±0.0087 0.2426±0.0149

CV↓ 0.0069±0.1134 0.1194±0.0079 0.1100±0.0057 0.1354±0.0072 0.1705±0.0104 0.2745±0.0171

AUC ↑ —— 0.7505±0.056 0.6461±0.0035 0.7234±0.0093 0.6983±0.0023 0.6728±0.0003

Recreation

HL↓ 0.0559±0.0014 0.0535±0.0011 0.9361±0.0016 0.0578±0.0008 0.0571±0.0013 0.0565±0.0003

AP ↑ 0.6436±0.0125 0.6391±0.0043 0.4892±0.0039 0.6185±0.0097 0.5985±0.0148 0.5692±0.0097

OE↓ 0.4492±0.0199 0.4444±0.0092 0.6616±0.0071 0.4614±0.0102 0.4890±0.0248 0.5056±0.0113

RL↓ 0.1416±0.0027 0.1485±0.0037 0.1830±0.0015 0.1741±0.0107 0.1868±0.0045 0.2446±0.0075

CV↓ 0.1898±0.0048 0.1992±0.0059 0.2221±0.0028 0.2277±0.0123 0.2392±0.0044 0.2968±0.0088

AUC ↑ 0.8583±0.0055 0.8022±0.0071 0.5339±0.0017 0.6991±0.0189 0.7764±0.0080 0.6101±0.0019

Note: “↑” (“↓”) means that the larger (smaller) the evaluation index is, the better. The best results are displayed in bold magnification.
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Fig. 3. Ablation Analysis of CCSRMC and SRMC on 6 Evaluation Indexes.

Fig. 4.  Parameter Sensitivity Analysis Units.
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the learning effect of label-specific features decreases. For AP and CV 
evaluation indexes, it can be found that the changes of the parameters 
α and γ have a relatively stable influence on the algorithm. In the RL 
evaluation index, we observe that when the parameter α > 28, the 
performance of the algorithm drops rapidly. In the OE evaluation index, 
we found that as the parameter α increases, the performance of the 
algorithm first increases and then decreases. In the interval [2−10, 20], 
the performance of CCSRMC algorithm is relatively stable. Combining 
the sensitivity analysis of each parameter above, it is suggested 
that the parameter setting interval in this paper is αϵ[2−10, 2−1],   
βϵ[2−10, 210],  γϵ[2−10, 26].

D. Statistical Hypothesis Testing References and Footnotes
In this paper, the stability of the performance of CCSRMC and other 

comparative experimental algorithms on 14 datasets is compared by 
using the Nemenyi test [28] with a significance level of 5%. When the 
average ranking difference of the two comparison algorithms on all 
data sets is greater than the critical difference (CD), it is considered 
that there is a significant difference between the two algorithms, 
otherwise it is considered that there is no significant difference. The 
calculation formula of CD value is:

 (42)

Where the significance level is α = 0.05, k = 6, N = 14, qα = 2.850, 
so CD = 2.2518. 
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According to the results shown in Fig. 5. The higher the average 
ranking, the more dominant the algorithm. Compared with other 
comparison algorithms, the average rankings of CCSRMC are all 
the best on the four evaluation indexes of AP, AUC, RL, and CV. 
It is slightly inferior to the ACML algorithm on the OE and HL 
indexes. The average ranking of SRMC, which does not consider 
the interactive causal relationship between labels, is always inferior 
to CCSRMC. The validity and rationality of introducing interactive 
causal label correlation in the multi-label algorithm is again verified. 
In the OE index, the CCSRMC algorithm is significantly different from 
LSF-CI, FF-MLLA, and ACML. The average accuracy of CCSRMC 
is significantly different from LLSF, LSF-CI, and FF-MLLA. In the 
indexes of AUC and HL, CCSRMC is significantly different from 
other comparison algorithms except ACML. In the indexes of AUC 
and HL, CCSRMC is significantly different from other comparison 
algorithms except ACML. In terms of RL and CV evaluation indexes, 

LLSF, LSF-CI, LSML are all significantly different from CCSRMC. 
The results of Nemenyi test are consistent with the basic results of 
experimental analysis. The results of the Nemenyi test further verify 
the performance of the algorithm in this paper, which shows that the 
introduction of interactive causal inference in multi-label learning is 
reasonable and effective.

VI. Conclusion

This article is using the spatial reshaping method to transform 
the original discrete label into a continuous label. On the basic 
of solving the problems that the existence of logical label cannot 
describe the importance of different labels and cannot fully represent 
semantic information, the label co-occurrence matrix is constructed 
by combining the conditional probability test method. The label co-
occurrence matrix and the label correlation matrix are combined to 
construct the label interactive causal correlation matrix to perform 
multi-label classification learning on the obtained numerical label 
matrix. It avoids the problem that the distance failed to measure high-
dimensional space and the parameter depends on manual selection. 
The experimental results show that the method has a certain validity. 
The accuracy of multi-label classification is improved. What’s more, 
the interactive causal situation of the correlation between the labels is 
considered to reduce the redundant information in the classification 
model. However, the method we proposed still needs improvement. 
For example, the problem of missing labeling and wrong labeling 
caused by the default of label data may affect the accuracy of 
interactive causal inference. The method in this paper only considers 
the dependency relationship between paired variables (a set of labels 
or labels and features), while ignoring the influence of factors such as 
confounding variables. The experimental results on the image data set 
show that only considering the dependency between paired variables 
is not suitable for more complex scenarios. The use of continuous 
labels for training should cooperate with an appropriate dynamic 
threshold selection mechanism. Each comparison algorithm does 
not fully consider the label distribution of each sample. Although the 
introduction of interactive causal inference in multi-label learning has 
achieved certain results, the method adopted is relatively simple. Thus, 
further study and research are necessary. 
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